
Math 531
Notes from 9/27

Let’s also keep in mind that we can always put a polynomial in
upper-triangular or even Jordan canonical form when working with
the norm and the trace. Here are some basic properties of norm and
trace, most of which are elementary. Let’s remember as well that every
element x ∈ L will satisfy the characteristic polynomial of the matrix
rx (multiplication by x).

when L = K(x), we have

NL/K(x) = (−1)na0

and

TL/K(x) = −an−1

where

F (T ) = T n + an−1T
n−1 + · · ·+ a0

is a polynomial of minimal degree for x over K. This follows from the
Cayley-Hamilton theorem, which says that F (T ) must be the charac-
teristic polynomial for the matrix coming from the linear map

rx : a −→ xa

on L.

Proposition 11.1.

Let L be a finite dimensional extension of a field K and let x, y ∈ L
and a ∈ K. Then:

(1) TL/K(x + y) = TL/K(x) + TL/K(y);
(2) TL/K(ax) = a TL/K(x);
(3) NL/K(xy) = NL/K(x) NL/K(y);

(4) NL/K(ax) = a[L:K] NL/K(x);
(5) TL/K(a) = [L : K]a;
(6) Let E be a subfield of L containing K, i.e. K ⊆ E ⊆ L. Then

TL/K(x) = TE/K

(
TL/E(x)

)
.

Proof. It is obvious that the trace is additive and we know from linear
algebra that the determinant is multiplicative. Moreover rxy = rxry

and rx + ry = rx+y. Properties 1-5 are obvious from this plus the
definition of the norm and trace (in the case of norm, remember we
can suppose we are in upper triangular form).

To prove property 6, let a1, . . . , am be a basis for E over K and let
b1, . . . , bn be a basis for L over E. Then the a`bk form a basis for L/K.
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We write

xbi =
n∑

j=1

βij(x)bj

where βij(x) ∈ E (we treat βij as a function in x). Similarly for any
y ∈ E, we write

yak =
m∑

`=1

αk`(y)a`.

Now, TL/E(x) =
n∑

i=1

βii(x) and TE/K(y) =
n∑

k=1

αkk(y). Thus,

TE/K(TL/K(x)) =
n∑

i=1

n∑
k=1

αkk(βii(x)).

On the other hand, writing

xakbi =
m∑

j=1

n∑
`=1

αk`(βij(x))a`bj,

we see that

TL/K(x) =
n∑

i=1

m∑
k=1

αkk(βii(x)),

so we are done.
�

We’ll prove transitivity of the norm (the analogue of Property 6 for
norms) later with Galois theory. Trying to do the same argument for
the norm is more complicated. You have to choose a basis b1, . . . , bn

for L over E. Then we choose different bases

aik, k = 1, . . . ,m

for each K-subvector space biE of L so that βii(x) is upper-triangular
over biE. Then the argument goes through the same way.

Proposition 11.2. Let x ∈ L. Let F (T ) = T d + ad−1T
d−1 + · · · + a0

be a polynomial of minimal degree for x over K.

TL/K = [L : K(x)](−ad−1).

Proof. Since TL/K(x)(x) = [L : K(x)]x and

TK(x)/K([L : K(x)]x) = [L : K(x)] TK(x)/K(x) = [L : K(x)](−ad−1),

this follows immediately from property 6 above. �

Proposition 11.3. If L is not separable over K, then TL/K is identi-
cally 0.
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Proof. This follows immediately from the above. If α ∈ Lsep, we have
[L : K(α) is divisible by the characteristic of K. If α ∈ L\Lsep, then α
satisfies a polynomial of the form T pe − γ, which has next to last term
equal to 0, so TL/Lsep(α) = 0. �

Theorem 11.4. Let L ⊇ K be a finite extension of fields. Then the
bilinear form (x, y) = TL/K(xy) is nondegenerate⇔ L is separable over
K.

Proof. (⇒) This direction is easy. We’ll do the contrapositive. If L is
not separable over K, then not only is (x, y) = TL/K(xy) degenerate,
it is identically 0.

(⇐) First a quick note. We will denote TL/K(xy) as (x, y). Choosing
a basis m1, . . . ,mn and writing x and y as vectors in terms of the mi

we can write
xAyT

for some matrix A. The matrix A is given by [aij] where aij = (mi, mj)
since we want

(
n∑

i=1

rimi,
n∑

j=1

rjmj) =
n∑

i=1

n∑
j=1

rirj(mi, mj).

It is easy to see that that the form will be nondegenerate if and only if
A is invertible, since Ay = 0 if and only (x, y) = 0 for every y ∈ L.

Let θ generate L over K. Then 1, θ, . . . , θn−1 for n = [L : K]. Let’s
calculate the matrix giving us (x, y) = TL/k(xy) for this basis.
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