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1The author’s comments: As it is well-known, calculation of the multiplicative structure of the
orientable cobordism ring modulo 2-torsion was announced in the works of J.Milnor (see [18]) and

of the present author (see [19]) in 1960. In the same works the ideas of cobordisms were extended.
In particular, very important unitary (”complex’) cobordism ring was invented and calculated;
many results were obtained also by the present author studying special unitary and symplectic
cobordisms. Some western topologists (in particular, F.Adams) claimed on the basis of private

communication that J.Milnor in fact knew the above mentioned results on the orientable and
unitary cobordism rings earlier but nothing was written. F.Hirzebruch announced some Milnors
results in the volume of Edinburgh Congress lectures published in 1960. Anyway, no written

information about that was available till 1960; nothing was known in the Soviet Union, so the
results published in 1960 were obtained completely independently. Let us make some comments
concerning the proof. There exist a misunderstanding of that question in the topological literature.
Contrary to the Adams claims, the Milnor’s work [18] did not contained proof of the theorem

describing multiplicative structure of the cobordism ring and its complex analogue. It used the
so-called Adams Spectral Sequence only for calculation of the additive structure and proved ”no

torsion theorem”. For the orientable case it was done independently by my friend B.Averbukh [2]
using the standard Cartan-Serre technic; it was Averbukh’s work that attracted me to this area:
I decided to apply here the Adams Spectral Sequence combined with the homological theory of

Hopf algebras and coalgebras instead of the standard Cartan-Serre method because my approach
worked very well for the multiplicative problems. The present article was presented in 1959/60

as my diploma work at the Algebra Chair in the Moscow State University. In the Introduction

(see below) I made mistakable remark that Milnor also calculated the ring structure using Adams
Spectral Sequence (exactly as I did myself). However, it was not so: as it was clearly written by

Milnor in [18], his plan was completely different; he intended to prove this theorem geometrically

in the second part but never wrote it. I cannot understand why F.Adams missed this fundamental
fact in his review in the Math Reviews Journal on my Doklady note ([19]). Does it mean that

he never looked carefully in these works? As I realized later after personal meeting in Leningrad

with Milnor (and Hirzebruch) in 1961 during the last Soviet Math Congress, his plan was to
use some specific concrete algebraic varieties in order to construct the additive basis and apply

Riemann-Roch Theorem. I described his manifolds in Appendix (they are very useful) but never

realized his plan of the proof: my own purely Hopf-algebraic homotopy-theoretical proof was so
simple and natural that I believe until now that Milnor lost interest in his geometric proof after

seeing my work. I added Appendix in 1961 but forgot to change Introduction written in 1960,

so the mistakable remark survived. It is interesting that in 1965 Stong and Hattori published a
work dedicated to this subject. They claimed that they found a ”first calculation of the complex

cobordism ring avoiding the Adams Spectral Sequence” not mentioning exactly where this theorem
was proved first. Let me point out that their work was exactly realization of the Milnor’s original

plan but Stong and Hattori never mentioned that.
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Introduction

This paper contains detailed proofs of the author’s results published in [19].
Our purpose is to study the inner homology (“cobordism”) rings corresponding to
the classical Lie groups SO(n), U(n), SU(n), and Sp(n) (in what follows, we denote
these rings by VSO, VU, VSU, and VSp) and the realizability of k-dimensional integral
cycles in manifolds of dimension ≥ 2k+1 by smooth orientable submanifolds. As is
known, Thom proved [16] that, for any cycle zk ∈ Hk(Mn), there exists a number
α such that the cycle αzk is realized by a submanifold, and, for k ≤ 5, any cycle zk
can be realized (i. e., α = 1).

In Section 3.1 of Chapter 3, we prove the following theorem:
Suppose that n ≥ 2k + 1 and the groups Hi(MN ), where i = k − 2t(p − 1) − 1,

have no p-torsion for all t ≥ 1 and p ≥ 3. Then any cycle zk of dimension k is
realized by a submanifold.

The proof of this theorem relies on known Thom’s constructions and on new re-
sults concerning the homotopy structure of complexes constructed by Thom, which
have a number of remarkable properties making it possible to essentially reduce
many problems of the topology of manifolds to homotopy problems. There are
examples showing that the theorem stated above gives a final criterion in terms of
homology groups.

In Chapter 2, the algebraic structure of the rings VSO/T , VU, and V Sp ⊗ Zph

with p > 2 is completely determined; it is also proved that the ring VSp/T is
nonpolynomial (T is the ideal consisting of the elements of finite order; we can
assume that all the orders have form zs)2. The results concerning the ring VSU

known to this author are given in Appendix 1; we did not include them in the
statements of the main theorems. It turned out that the algebraic structure of
the ring VU was found somewhat earlier by Milnor [18]3 (also by the method of
Adams), who, in addition, specified geometric generators of the rings VSO and
VU and gave a final solution to the problem of Pontryagin (Chern) characteristic
numbers of smooth (complex analytic, almost complex) manifolds, i. e., stated a
necessary and sufficient condition for a set of numbers to be the set of Pontryagin
(Chern) numbers of a smooth (almost complex) manifold. No geometric generators

2The algebra VSO⊗Q was descriqbed by Thom [16]. Rokhlin [13] and (independently) Wall [20]

determined the structure of 2-torsion in the ring VSO on the basis of the well-known theorem of
Rokhlin about the kernel of a homomorphism (see [12]). Averbukh and Milnor (also indepen-
dently) proved that the ring VSO has no p-torsion for p > 2 (see [2, 10, 18]). In [10], a result on

the structure of the ring VSO/T is also announced.
3In [18], Milnor considered also the ring VSpin, but he obtained no final results about it.
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were known before Milnor’s work; because the related results of Milnor were very
interesting, we included them in Appendix 2 (we had only known (see Section 2.5
of Chapter 2) that, for primes p ≥ 2, the projective planes P p−1(C) could be
taken as generators in dimensions 2p− 2.) The results of this author related to the
multiplicative structure of the ring VSp and to the ring VSU are new.

Chapter 1 contains some geometric and algebraic information about the Thom
complexes.

Chapter 2 is concerned with calculating the inner homology rings. It also con-
siders some questions related to these rings (see also Appendix 2).

Chapter 3 deals with various realizations of cycles by submanifolds.

1. Thom Spaces

1.1. G-framed submanifolds. Classes of L-equivalent submanifolds. Con-
sider a compact closed smooth n-manifold Mn endowed with a Riemannian metric.
Let G be a subgroup of the group O(n− i), where i < n. Suppose in addition that
the manifold Mn is orientable and that the subgroup G of O(n − i) is connected.
We orient somehow the manifold Mn and consider a compact closed manifold W i

smoothly embedded in Mn. The submanifold W i is also assumed to be oriented.
Obviously, in this case, the normal SO(n− i)-bundle νn−i of W i in Mn is defined.
We consider only those submanifolds of Mn for which the subgroup G of SO(n− i)
is the structural group of the normal bundle νn−i.

Definition 1. A submanifold W i of the manifold Mn is said to be G-framed if the
normal bundle νn−i of W i in M i is endowed with the structure of a G-bundle, and
this structure is fixed.

Now, suppose that Nn+1 is a compact smooth manifold with boundary Mn

and V i+1 is its compact smoothly embedded submanifold with boundary W i =
Mn ∩ V i+1 such that V i+1 is orthogonal to the boundary Mn of the manifold
Nn+1. In this case, we can also consider the normal bundle τn−i of V i+1 in Nn+1.
Hereafter, we assume all manifolds under consideration to be oriented without
mentioning it. So we can treat the bundle τn−i as an SO(n − i)-bundle of planes
Rn−i and defineG-framed submanifolds with boundary by analogy with Definition 1
(obviously, their boundaries are closed G-framed submanifold of the boundary Mn

of the manifold Nn+1).
Following Thom, we introduce a relation of L-equivalence on the set of G-framed

closed submanifolds of the closed manifold Mn. Consider the direct product Mn×
I of the manifold by the oriented closed interval I = [0, 1]. The manifold with
boundary Nn+1 = Mn × N is oriented in a natural way. Let W i

1 and W i
2 be G-

framed closed submanifolds of Mn. The submanifolds W i
1 × 0 and W i

2 × 1 are also
oriented in a natural way in the manifolds Mn × 0 and Mn × 1, respectively, and
the oriented submanifold W 1

i × 0 ∪W i
2 × 1 of the manifold Mn × 0 ∪Mn × 1 is

G-framed.

Definition 2. G-framed submanifolds W i
1 and W i

2 of the manifold Mn are called
L-equivalent if there exists a G-framed submanifold V i+1 of the manifold Mn × I
with boundary W 1

i × 0 ∪W i
2 × 1.

It is easy to verify that the relation of L-equivalence on G-framed submanifolds is
symmetric, reflexive, and transitive; therefore, the set of all G-framed submanifolds
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of the manifold Mn decomposes into classes of L-equivalent submanifolds. We
denote the set of these classes by V i(Mn, G). Note that each element of the set
V i(Mn, G) determines an integer cycle zi ∈ Hi(Mn); thus we have a map

λG : V i(Mn, G) → Hi(Mn).

Definition 3. We call a cycle zi ∈ Hi(Mn) G-realizable if it belongs to the image
of the map λG.

Obviously, Definition 3 is equivalent to Thom’s definition of G-realizability
(see [16]).

1.2. Thom spaces. The classifying properties of Thom spaces. In Sec-
tion 1.1, we fixed a connected subgroup of the group O(n − i). Now, we assume
that this subgroup is closed in O(n − i). Let BG be the classifying space of the
group G. Without loss of generality, we can assume that BG is a manifold of suf-
ficiently high dimension. Let η(G) be the classifying G-bundle of spheres Sn−i−1.
We denote the total space of the bundle by EG and the projection by pG. The
cylinder of the projection is a manifold TG with boundary EG. The cylinder TG
can be regarded as the space of the classifying G-bundle of closed balls En−i. Let
us contract the boundary EG of TG to a point.

We denote the obtained space by MG and call it the Thom space of the subgroup
G of the group O(n − i). The general theory readily implies that, at n − i > 1,
the space MG is simply connected (see, e. g., [16] for G = SO(n − i)). As to
the cohomology of MG, Thom showed that there exists a natural isomorphism
ϕ : Hk(BG) → Hk+n−i(MG).

Let uG ∈ Hn−i(MG) be the element equal to ϕ(1). The following theorem is
valid.

Thom’s Theorem. An integer cycle zi ∈ Hi(Mn) is G-realizable if and only if
there exists a map f : Mn →MG such that the cohomology class f∗(uG) is Poincaré
dual to zi.

(If the group G is disconnected, then Thom’s theorem holds for cycles modulo
2.)

Thom also related the sets V i(Mn,SO(n − i)) to the sets of homotopy classes
π(Mn,MG) of maps Mn → MG [16, Theorem IV.6]. Formally replacing SO with
G in the proof of Theorem IV.6, we easily obtain the following lemma.

Lemma 1. The elements of the set V i(Mn, G) are in one-to-one correspondence
with the elements of the set π(Mn.MG).

At i <
[n
2

]
, both sets naturally turn into Abelian groups. The natural one-to-

one correspondence between them established by Thom’s theorem is then a group
isomorphism. This takes place also in the case of Mn = S (for any i). In what
follows, we are only interested in this case.

Let us define a pairing of groups

V i1(Sn1 , G1)⊗ V i2(Sn2 , G2) → V i1+i2(Sn1+n2 , G1 ×G2). (1)

The groupG1×G2 is assumed to be embedded in the group SO(n1+n2−i2−i2). The
embedding is determined by the decomposition of the Euclidean space Rn1+n2−i1−i2

in the direct product Rn1−i1 × Rn2−i2 , which arises naturally in the case under
consideration. To define pairing (1), we choose a representative in each of two
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arbitrary elements x1 ∈ V i1(Sn1 , G1) and x2 ∈ V i2(Sn2 , G2). Obviously, these
representatives are G1- and G2-framed submanifolds W i1 ⊂ Sn1 and W i2 ⊂ Sn2 ,
respectively.

The direct product is naturally embedded in Sn1+n2 andG1×G2-framed, because
the normal bundle of this direct product decomposes in the direct product of the
normal bundles of the manifolds W i1 and W i2 . We assume that the group G1×G2

is embedded in the group SO(n1 + n2 − i1 − i2) precisely as specified above. The
following lemma is valid.

Lemma 2. There exists a homeomorphism

MG1 ×MG2/MG1 ∨MG2 →MG1×G2 (2)

such that the diagram

V i1(Sn1 , G1)⊕ V i2(Sn2 , G2) −−−−→ V i1+i2(Sn1+n2 , G1 ×G2)yoo yoo yoo
πn1(MG1) ⊕ πn2(MG2) −−−−→ πn1+n2(MG1×G2)

(3)

is commutative. (Here the top line is pairing (1) and the bottom line is the pairing
of homotopy groups determined by homeomorphism (2).)

Proof. To prove the existence of homeomorphism (2), note that the classifying space
BG1×B2 of the group G1 ×G2 decomposes in the direct product BG1 × BG2 . The
classifying G1 × G2-bundle of planes Rn1+n2−i1−i2 also decomposes in the direct
product of the classifying bundles of the G1- and G2-bundles, respectively. The
classifying sphere G-bundle is obtained from the plane bundle by taking the set of
all vectors of length 1 in each fiber. The set of all vectors of length not exceeding 1
gives the classifying bundle of closed balls. Now, taking manifolds of sufficiently
large dimensions as BG1 and BG2 and recalling the definition of Thom spaces based
on the cylinders TG1 and TG2 of the projections of the classifying sphere bundles,
we obtain the natural homeomorphism TG1×G2 = TG1 × TG2 .

The cylinders TG are manifolds with boundaries EG. In constructing a Thom
space, the boundary EG is contracted to a point. Obviously, the homeomorphism
EG1×G2 = TG1 ×EG2 ∪EG1 × TG2 holds. This implies the existence of homeomor-
phism (2). As to the commutativity of diagram (3), it follows from the geometric
meaning of the vertical isomorphisms (see the proof of Theorem IV.4 in [16]). This
completes the proof of the lemma. �

Thom mentioned that the space Me is homeomorphic to the sphere Sn−i if the
unit group e is treated as a subgroup of the group O(n − i). On the other hand,
for any polyhedron K, the polyhedron K × Sn−i/K ∨ Sn−i is homeomorphic to
the iterated suspension En−iK over the polyhedron K. Suppose that the group
G coincides with one of the classical Lie groups SO(k), U(k), SU(k), and Sp(k).
Obviously, the natural group-subgroup embeddings

SO(k)× e ⊂ SO(k + 1), where e ∈ SO(1),

U(k)× e ⊂ U(k + 1), where e ∈ U(1),

SU(k)× e ⊂ SU(k + 1), where e ∈ SU(1),

Sp(k)× e ⊂ Sp(k + 1), where e ∈ Sp(1),
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determine maps

EMSO(k) →MSO(k+1), E2MU(k) →MU(k+1),

E2MSU(k) →MSU(k+1), E4MSp(k) →MSp(k+1).
(4)

(To construct these maps, it is sufficient to apply Lemma 2. Recall that group-
subgroup embeddings G ⊂ G ⊂ SO(k) give rise to natural maps MG →MG.)

It is easy to show that the maps (4) in stationary dimensions are homotopy
equivalences. Indeed, the maps (4) are permutable with the Thom isomorphism
ϕ : Hi(BG) → Hk+i(MG), where G ⊂ SO(k). But, as is well known, the maps
of the classifying spaces of the groups in (4) (Grassmann manifolds) determine
isomorphisms of homology and cohomology groups for small i. The Thom spaces
are simply connected; therefore, the maps (4) are homotopy equivalences in stable
dimensions.

We denote the groups V i(Sn,SO(n − i)) with i <
[n
2

]
by V iSO, the groups

V i
(
Sn,U

(n− i

2

))
with i <

[n
2

]
such that n − i are even by V iU, the groups

V i
(
Sn,SU

(n− i

2

))
with the same i by V iSU, and the groups V i

(
Sn,Sp

(n− i

4

))
with i <

[n
2

]
such that n − i ≡ 0 (mod 4) by V iSp. According to the above obser-

vation, this notation is valid by virtue of the stabilization of the homotopy groups
of Thom spaces.

The pairing (1) directly introduces the structure of graded rings in the direct
sums VSO =

∑
i≥0 V

i
SO, VU =

∑
i≥0 V

i
U, VSU =

∑
i≥0 V

i
SU, and VSp =

∑
i≥0 V

i
Sp.

wwwFor these rings, we use the same notations VSO, VU, VSU, and VSp, respectively.

1.3. The cohomologies of Thom spaces modulo p for p > 2. Consider the
classifying spaces BSO(2k), BU(k), BSU(k), and BSp(k). Their cohomology algebras
modulo p are well known (see [4]). Namely, H∗(BSO(2k), Zp) is the algebra of
polynomials in the Pontryagin classes p4i ∈ H4i(BSO(2k), Zp), where 0 ≤ i < k, and
in the class w2k ∈ H2i(BSO(2k), Zp). The algebra H∗(BU(2k), Zp) is isomorphic to
the algebra of polynomials in generators c2i ∈ H2i(BU(k), Zp), where 0 ≤ i ≤ k; the
algebra H∗(BSU(k), Zp) is isomorphic to the algebra of polynomials in generators
c2i ∈ H2i(BSU(k), Zp), where i 6= 1; and the algebra H∗(BSp(k), Zp) is isomorphic
to the algebra of polynomials in generators k4i ∈ H4i(BSp(k), Zp), where 0 ≤ i ≤ k.
The generators c2i are Chern classes reduced modulo p, and the generators k4i

are symplectic Borel classes (see [5]) reduced modulo p. Thom showed that the
algebra H∗(MSO(2k), Zp) is isomorphic to the ideal of the algebra H∗(BSO(2k), Zp)
generated by the element w2k (in positive dimensions). Our purpose is to prove
similar assertions for the other classical Lie groups. The following lemma is valid.

Lemma 3. For the classical Lie groups

G = SO(2k), G = U(k), G = SU(k), G = Sp(k),

the homomorphism
j∗ : H∗(MG, Zp) → H∗(BG, Zp)

generated by the natural embedding j : BG ⊂MG has the following properties:

(a) j∗ is a monomorphism;
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(b) Im j∗ is equal to the ideal generated by the element w2k for the group
SO(2k), by the element c2k for the groups U(k) and SU(k), and by the
element k4k for Sp(k).

Proof. Consider the total space EG of the classifying G-bundle of spheres S2k−1 (if
the group coincides with one of the groups SO(2k), U(k), and SU(k)) or of spheres
S4k−1 (if G = Sp(k)).

By the construction of the Thom space MG (see [2]), the cohomology algebra
H∗(MG) can be identified in positive dimensions with the algebra H∗(TG, EG),
where TG is the cylinder of the projection pG of the classifying sphere bundle. We
can write the following exact sequence in cohomology for the pair (TG, EG):

. . . −→ Hi(TG)
p∗G−→ Hi(EG) δ−→ Hi+1(TG, EG)

j∗−→ Hi+1(TG) −→ . . . . (5)

The space TG is homotopy equivalent to the space BG, and the homomorphisms
H∗(TG) → H∗(EG) and H∗(TG, EG) → H∗(EG) generated by the embeddings
coincide with the homomorphisms p∗G : H∗(BG) → H∗(EG) and j∗ : H∗(MG) →
H∗(BG), respectively.

We use the spectral sequence of the classifying sphere G-bundle to study the
homomorphism p∗G. This spectral sequence is well studied in the case under con-
sideration (see [3]). In the spectral sequence of this sphere bundle, the following
relations hold:

E2 ≈ H∗(S2k−1, Zp)⊗H∗(BG, Zp)
if G = SO(2k), G = U(k), or G = SU(k), and

E2 ≈ H∗(S4k−1, Zp)⊗H∗(BG, Zp)

if G = Sp(k). Let us denote a generator of the group H∗(S2k−1, Zp) by v2k−1 and a
generator of the group H∗(S4k−1, Zp) by v4k−1 (we take generating elements being
integer generators reduced modulo p). It is well known (see [3]) that d2k(v2k−1 ⊗
1) = 1 ⊗ w2k for the group SO(k), d4k(v4k−1 ⊗ 1) = 1 ⊗ k4k for the group Sp(k),
and d2k(v2k−1 ⊗ 1) = 1 ⊗ c2k for the group U(k) and SU(k) in the corresponding
spectral sequences. Obviously, E∞ ≈ E4k+1 for the group Sp(k) and E∞ ≈ E2k+1

for the other Lie groups. Referring to the spectral meaning of the homomorphism
p∗G, we conclude that, in all the cases under consideration, the homomorphism p∗G is
a homomorphism onto the algebra H∗(EG, Zp), and its kernel is the required ideal.
The homomorphism δ in the exact sequence (5) is trivial. This proves Lemma 3. �

Remark. It is easy to see that the proof of Lemma 3 remains valid at p = 2 for all
groups except for SO(k). For this reason, we do not separately examine these cases
in the next section.

Now, our main goal is to study the action of the Steenrod powers on the coho-
mologies of Thom spaces. For this purpose, following [16], we use the Wu generators
defined in [4].

Consider symbolic two-dimensional elements t1, . . . , tk. We impose no relations
on these elements. Take the subalgebra of symmetric polynomials in the algebra
of polynomials P (t1, . . . , tk). We set c2i =

∑
t1 ◦ · · · ◦ ti and p4i = k4i =

∑
t21 ◦

· · · ◦ t2i for i < k, w2k = c2k = t1 ◦ · · · ◦ tk, and k4k = w2
2k. We can calculate

the action of the Steenrod operations on any polynomial by the Cartan formulas.
We also set β(ti) = 0 (i = 1, . . . , k), where β is the Bockstein homomorphism.
Now, to each decomposition ω of a positive integer q in positive integer summands
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q1, . . . , qs (the decomposition is not ordered) we assign the symmetrized monomial∑
tq11 ◦ . . . tqs

s . We denote this monomial by vω. Similarly, to each decomposition ω
of an even positive integer 2q in even positive integer summands 2q1, . . . , 2qs (the
decomposition is not ordered) we assign the symmetrized monomial

∑
t2q11 ◦ · · · ◦

t2qs
s = vω. It is known that the algebra of polynomials in generators c2i (treated as

symmetric polynomials in the Wu generators) is isomorphic as a module over the
Steenrod algebra to the cohomology algebra H∗(BU(k), Zp) (similar isomorphisms
hold for the cohomology algebras H∗(BSO(2k), Zp) and H∗(BSp(k), Zp)).

The algebra H∗(BSU(k), Zp) is isomorphic as a module over the Steenrod algebra
to the quotient algebra of H∗(BU(k), Zp) modulo the ideal generated by c2. Relying
on Lemma 3 and results of Borel and Serre [4], we shall think of cohomology algebras
of Thom spaces as algebras of symmetric polynomials in Wu generators. We say
that a decomposition ω (or ω) is p-adic if at least one of its terms equals pi−1. Recall
that, in [6], Cartan assigned a certain number, Cartan type, to each cohomology
operation (this is the number of occurrences of the Bockstein homomorphisms in
the iterated operation).

Lemma 4. All Steenrod operations of nonzero type in the cohomologies modulo p
of the Thom spaces MSO(2k), MU(k), MSU(k) and MSp(k) act trivially. For all non-
p-adic decompositions ω, the Steenrod operations of type zero on the elements w2k

and vω ◦ w2k are independent in dimensions smaller than 4k and form a Zp-basis
of the algebra H∗(MSO(2k), Zp) in these dimensions. For all non-p-adic decompo-
sitions ω, the Steenrod operations of type zero on the elements c2k and vω ◦ c2k
are independent and form a Zp-basis of the algebra H∗(MU(k), Zp) in dimensions
smaller than 4k. For all non-p-adic decompositions ω, the Steenrod operations of
type zero on the elements k4k and vω ◦ k4k are independent and form a Zp-basis of
the algebra H∗(MSp(k), Zp) in dimensions smaller than 8k. (We again remind the
reader that ω denote decompositions of even numbers in even summands and ω, of
arbitrary integers into integer terms; the polynomials vω and vω are defined above.)

We omit the proof of this lemma; it is a word-for-word repetition of the arguments
of Thom (see [11]) and Cartan (see [6]). For the group SO(2k), the proof is given
in [2].

To facilitate formulating the further results, we introduce the graded modules
by HSO(p), HU(p), HSU(p), and HSp(p) over the Steenrod algebra such that their
homogeneous terms are stationary cohomology groups of the corresponding Thom
spaces modulo p (here p = 2 is allowed). In essence, Lemma 4 is about these
modules.

1.4. Cohomologies of Thom spaces modulo 2. According to the remark made
in Section 3, the same method applies to studying the cohomologies of the Thom
spaces MU(k) and MSp(k) modulo 2. Although, the method of [16] does not ap-
ply to the groups SO(2k) and SU(k), because the cohomologies of the classifying
spaces of these groups (as modules over the Steenrod algebra) are not described by
subalgebras of the algebra of polynomials in the Wu generators (see Section 1.3).

Consider the iterated Steenrod squares SJq corresponding to admissible se-
quences J = (i1, . . . , is) in the sense of Serre (see [14]). For positive integers m
and q, we write J ≡ 0 (mod q) if ij ≡ 0 (mod q) for all j and J ≡ m (mod q) if
ij ≡ m (mod q) for at least one j. We say that the Steenrod operation SJq has type
m modulo q if J ≡ m (mod q).
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The description of the cohomologies of the classifying spaces BU(k) and BSp(k)

given in Section 1.3 applies also to cohomologies modulo 2 (and modulo an arbitrary
integer). As in Section 1.3, we introduce a symmetrized monomial vω for each
decompositions ω = (a1, . . . , at) of a positive integer in positive integer summands
and a symmetrized monomial vω for each decompositions ω = (2a1, . . . , 2at) of an
even positive integer in even positive integer summands. The decompositions are
assumed to be unordered.

Lemma 5. All Steenrod operations of nonzero type modulo 2 act trivially in the
cohomologies modulo 2 of the Thom spaces MU(k), MSU(k), and MSp(k). The Steen-
rod operations of nonzero type modulo 4 act trivially in the cohomology modulo 2
of the Thom space MSp(k). The Steenrod operations SJq of type zero modulo 2 on
all elements vω ◦ c2k and c2k, where the decompositions ω contain no terms of the
form 2t − 2, are independent and form a Z2-basis of the algebra H∗(MU(k), Z2) in
dimensions smaller than 4k. The Steenrod operations SJq of type zero modulo 4 on
all elements vω ◦ k4k and k4k, where the decompositions ω contain no terms of the
form 2t − 4, are independent and form a Z2-basis of the algebra H∗(MSp(k), Z2) in
dimensions smaller than 8k.

The proof of this lemma is quite similar to the proof of Lemma 4 and consists in
a word-for-word repetition of Thom’s argument (see [16, Lemma 11.8, Lemma 11.9,
Theorem 11.10]).

How, let us try to study the cohomologies modulo 2 of the Thom spaces MSO(k)

and MSU(k). As above, we consider only cohomologies of stable dimensions. By
analogy with the preceding lemmas, we introduce unordered decompositions ω =
(a1, . . . , at) of positive integers a =

∑
ai such that a ≡ 0 (mod 4) in positive terms

ai (i = 1, . . . , t) such that ai ≡ 0 (mod 4).

Lemma 6. The algebra H∗(MSO(k), Z2) contains a system of elements uω ∈
Hk+a(MSO(k), Z2), where a ≡ 0 (mod 4) and ω = (a1, . . . , at) is an arbitrary
decomposition of a in terms ai ≡ 0 (mod 4), and a system of elements xl ∈
Hk+il(MSO(k), Z2) such that

(a) all Steenrod operations SJq on the elements xl are independent in di-
mensions smaller than 2k;

(b) all Steenrod operations SJq on the elements uω and wk ∈ Hk(MSO(k),
Z2) are independent of the operations on the elements xl if J = (i1, . . . , is),
where is > 1, and the dimensions of SJq(uω) and SJq(wk) are smaller
than 2k;

(c) the elements SJq(uω) and SJq(wk) are zero if J = (i1, . . . , is), where
is = 1;

(d) all elements SJq(uω), SJq(wk), and SJq(xl) form a Z2-basis of the al-
gebra H∗(MSO(k), Z2) in dimensions smaller than 2k.

Before proceeding to prove Lemma 6, note that this lemma makes it easy to study
the action of the Steenrod squares in the cohomology modulo 2 of the space MSU(k).
Indeed, recall the description of the algebras H∗(BO(k), Z2) and H∗(BSO(k), Z2) in
terms of the one-dimensional Wu generators y1, . . . , yn. We set wi =

∑
y1 ◦ · · · ◦ yi,

where i ≤ k. Obviously, wk = y1 ◦ · · · ◦ yi, and all Steenrod operations on the
elements wi are calculated by the Cartan formulas. Wu proved that the algebra
H∗(BO(k), Z2) is isomorphic as a module over the Steenrod algebra to the algebra
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P (w1, . . . , wk) and that the algebra H∗(BSO(k), Z2) is isomorphic as a module over
the Steenrod algebra to the quotient algebra of the algebra P (w1, . . . , wk) mod-
ulo the ideal generated by w1. An analogy with the description of the algebras
H∗(BU(k), Z2) and H∗(BSU(k), Z2) in terms of the two-dimensional Wu generators
t1, . . . , tk (see Section 1.3) is evident.

In [1], Adams defined an endomorphism

h : A→ A (6)

of the Steenrod algebra A = A2 over the field Z2 such that h(S2iq) = Siq and
h(S2i+1q) = 0.

Consider a dimension-halving isomorphism µ : P (t1, . . . , tk) → P (y1, . . . , yk) of
graded algebras over the field Z2. Obviously,

µ(SJq(x)) = h(SJq)(µ(x)), (7)

where x ∈ P (t1, . . . , tk). The isomorphism µ induces isomorphisms

µ1 : H∗(BU(k), Z2) → H∗(BO(k), Z2),

µ2 : H∗(BSU(k), Z2) → H∗(BSO(k), Z2),

which also have property (7), and isomorphisms

λ1 : H∗(MU(k), Z2) → H∗(MO(k), Z2),

λ2 : H∗(MSU(k), Z2) → H∗(MSO(k), Z2),
(8)

which halve the dimension and have property (7). Obviously, λ1(UU(k)) = UO(k)

and λ2(USU(k)) = USO(k). Thus we obtain the following result.

Corollary 1. There exists a dimension-halving isomorphism

λ2 : H∗(MSU(k), Z2) → H∗(MSO(k), Z2)

such that λ2(USU(k)) = USO(k) and h(SJqλ2(x)) = λ2(SJq(x)) for all x ∈
HJ(MSU(k), Z2) and j < 2k.

Now, we proceed to prove Lemma 6. Rokhlin’s results [12] imply that the kernel
of the map i∗ : πm(MSO(k)) → πm(MO(k)) generated by the embedding i : SO(k) ⊂
O(k) consists of all elements divisible by 2 for m < 2k−1. Let π(2)

m (MSO(k)) denote
the quotient group of πm(MSO(k)) by the subgroup consisting of all elements of odd
order (it is proved in [2] that the groups πm(MSO(k)) contain no elements of odd
order, but we do not rely on the results of this paper). The results obtained in [16]
imply that we can choose systems of generators x(m)

i in the groups π(2)
m (MSO(k)) and

y
(m)
j in the groups πm(MO(k)) such that the map i∗ takes the set {x(m)

i } to a subset

of the set {y(m)
j }. Thom proved that the space MO(k) (in stable dimensions) can be

assumed homotopy equivalent to a direct product of Eilenberg–MacLane complexes
(see [16, 11.6–11.10]). Thus there is a map i1 of the spaceMSO(k) to a direct product
Π of Eilenberg–MacLane complexes of typeK(Z2, nj), whose homotopy groups have
generators being in one-to-one correspondence with the x(m)

i ; moreover, the map
i1∗ takes each element x(m)

i to the corresponding generator of the product. We
can assume that the fundamental classes u(m)

i of the factors in this direct product
are specified by the equalities (u(m)

i , i1x
(m)
i ) = 1 and (u(m)

i , x
(m′)
i′ ) = 0 if i 6= i′ or

m 6= m′.
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Let Πm denote the subproduct of the product Π of Eilenberg–MacLane com-
plexes determined by elements of homotopy groups of dimensions larger than or
equal to m. We denote the projection of the map i1 to Πm by i

(m)
1 . Consider

the well-known Serre fibrations pm : M̂SO(k)

M(m)−→ M (m) (see [14]), where M̂SO(k)

denotes a space homotopy equivalent to MSO(k) and M (m) is the space obtained by
pasting all homotopy groups starting with the mth one. The fibers of these fibra-
tions are m-killing spaces for MSO(k). Let us denote them by M(m). For generators
of the groups π(2)

m (Mm), we use the same notation x
(m)
i . The group Hm(M(m)Z2)

is generated by the elements v(m)
i determined by

(v(m)
i , x

(m)
i ) = 0, (v(m)

i , x
(m)
i′ ) = 1, i′ 6= i.

We treat the space Πm as a fiber space whose base consists of one point. The map
i
(m)
1 induces a map î(m)

1 : M(m) → Πm.

Obviously, î(m)
1

∗
(u(m)
i ) = v

(m)
i . This immediately implies that the transgression

for the Serre fibration pm : M̂SO(k)

M(m)−→ M (m) is trivial at all elements v(m)
i , be-

cause the map i
(m)
1 can be regarded as a map of this fiber space to the trivial one

specified above. This immediately implies that all factors of the space MSO(k) in
the sense of Postnikov (see [11]) reduced modulo 2 are trivial. Now, the assertion of
Lemma 6 follows from Thom’s Theorem IV.15 from [16] and the observation that
the cohomology groups Hi(MSO(k)) contain no elements of order 4 if i < 2k − 1.
We mean the cohomology with coefficients in z.

1.5. Diagonal Homomorphisms. Let K be an arbitrary polyhedron. By H+(K,
Zp) we denote its module over the Steenrod algebra A = Ap whose homogeneous
terms are cohomology groups of positive dimensions. Let K1 and K2 be polyhedra.
There is the well-known isomorphism

H+(K1 ×K2/K1 ∨K2, Zp) ≈ H+(K1, Zp)⊗H+(K2, Zp).

This isomorphism is an isomorphism of A-modules (which makes sense because A
is a Hopf algebra). Therefore, the homeomorphism (2) mentioned in Lemma 2 de-
termines the following diagonal homomorphisms generated by the above-mentioned
group-subgroup embeddings SO(m)×SO(n) ⊂ SO(m+n), U(m)×U(n) ⊂ U(m+n),
SU(m)× SU(n) ⊂ SU(m+ n), and Sp(m)× Sp(n) ⊂ Sp(n+m):

H+(MSO(m+n)) → H+(MSO(m)) ⊗H+(MSO(n)),

H+(MU(m+n)) → H+(MU(m)) ⊗H+(MU(n)),

H+(MSU(m+n)) → H+(MSU(m)) ⊗H+(MSU(n)),

H+(MSp(m+n)) → H+(MSp(m)) ⊗H+(MSp(n)).

(9)

We denote all these homomorphisms by ∆m,n. For the modules HSO(p), HU(p),
HSU(p), and HSp(p) (see Section 1.3), the homomorphisms ∆m,n determine the
following homomorphisms ∆:

HSO(p) → HSO(p) ⊗HSO(p),

HU(p) → HU(p) ⊗HU(p),

HSU(p) → HSU(p) ⊗HSU(p),

HSp(p) → HSp(p) ⊗HSp(p).

(10)
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The goal of this section is to calculate homomorphisms (10).
The following lemma is valid.

Lemma 7. At the generators uω and uω of the modules HSO(p), HU(p), and
HSp(p), the homomorphisms ∆ have the forms

∆(uω) =
∑

(ω1,ω2)=ω,
ω1 6=ω2

[uω1 ⊗ uω2 + uω2 ⊗ uω1 ] +
∑

(ω1,ω1)=ω

uω1 ⊗ uω1 ,

∆(uω) =
∑

(ω1,ω2)=ω,
ω1 6=ω2

[uω1 ⊗ uω2 + uω2 ⊗ uω1 ] +
∑

(ω1,ω1)=ω

uω1 ⊗ uω1

(11)

for all p ≥ 2.

Note that, in (10), ω1 (ω1) is allowed to be the decomposition into the empty set
of terms. The generator uω1 (uω1) for the empty decomposition ω1 (ω1) corresponds
to the element w2k, c2k, or k4k, as in the preceding sections (uω denotes the module
generator corresponding to the product vω ◦ w2k or vω ◦ k4k from Lemma 4, and
uω denotes the generator corresponding to the product vω ◦ c2k and the generators
mentioned in Lemma 6).

Proof. First, consider the modules HSO(p) with p > 2, HU(p) with p ≥ 2, and
HSp(p) with p ≥ 2. Let us return to the description of the cohomologies of Thom
spaces in terms of ideals in the cohomologies of the classifying spaces (see Lemma 3)
and the Wu generators. Our immediate goal is to calculate the homomorphisms (9)
by using the Whitney formulas for the Pontryagin and Chern classes and for the
symplectic Borel classes.

Let m and n be sufficiently large integers, and let x1, . . . , xm, y1, . . . , yn be the
symbolic two-dimensional Wu generators. In the algebra P (x1, . . . , xm, y1, . . . , yn),
consider the elementary symmetric polynomials in the generators x1, . . . , xm, y1,
. . . , yn and x2

1, . . . , x
2
m, y

2
1 , . . . , y

2
n. The topological meaning of these polynomials

is specified above. In the algebras P (x1, . . . , xm) and P (y1, . . . , yn) over the field
Zp, we consider similar elementary symmetric polynomials. Note that the homo-
morphisms ∆m,n must satisfy the Whitney formulas, and these formulas uniquely
determine the homomorphisms (9). Let us formally set

∆m,n(xi) = xi ⊗ 1, ∆m,n(yj) = 1⊗ yj (12)

for all i ≤ m and j ≤ n. (We treat the set of elements xi as the Wu generators for
the algebras

H∗(BSO(2m), Zp), H∗(BU(m), Zp), and H∗(BSp(m), Zp)

and the set of elements yj as the Wu generators for the algebras

H∗(BSO(2n), Zp), H∗(BU(n), Zp), and H∗(BSp(n), Zp).)

Applying (12) to the elementary symmetric polynomials, we observe that (12) im-
plies the fulfillment of the Whitney formulas for all the characteristic classes in-
volved. For this reason, the homomorphisms ∆m,n defined formally by (11) coin-
cide with the “geometric” homomorphisms ∆m,n on the symmetric polynomials.
Now, let us apply (12) to the polynomials vω ◦ w2k, vω ◦ c2k, vω ◦ k4k, w2k, c2k,
and k4k. It is easy to see that we immediately obtain the required result. To prove
formulas (11) for the module HSO(2), note that the Pontryagin classes satisfy the
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Whitney formulas without taking into account 2-torsion. Let the generators uω
from Lemma 6 be the polynomials reduced modulo 2 in the Pontryagin classes and
the class w2(m+n) which correspond to the expression of the symmetrized monomial∑

xa1+1
1 ◦ · · · ◦ xas+1

k ◦ . . . xm ◦ y1 ◦ . . . yn,

where ω = (a1, . . . , as) is an arbitrary decomposition of an even number in even
summands, in terms of elementary symmetric polynomials in the squared generators
x2

1 and y2
j and of the polynomial w2(m+n) = x1 ◦ · · · ◦ xm ◦ y1 ◦ · · · ◦ yn. The same

considerations as above imply that formula (9) holds for these elements up to certain
elements belonging to the image of the operation Sq1 (in the integer cohomology
without taking into account 2-torsion). This proves the lemma. �

Let us summarize the results obtained in this chapter. In Section 1.2, we as-
sociated the sequences of groups {Gi = SO(i)}, {Gi = U(i)}, {Gi = SU(i)}, and
{Gi = Sp(i)} with the graded rings VSO, VU, VSU, and VSp. We shall call these rings
the inner homology rings. On the other hand, in Sections 1.3–1.5, we associated the
same sequences of groups with graded modules over the Steenrod algebra HSO(p),
HU(p), HSU(p), and HSp(p) for all primes p ≥ 2. These module were calculated in
Sections 1.3–1.4. In Section 1.5, they were associated with the diagonal maps (10).

The purpose of the next chapter is to calculate the inner homology rings by the
spectral method of Adams.

2. Inner Homology Rings

As mentioned, this chapter is concerned with calculating inner homology rings.
The basic theorems of this chapter are stated in Sections 2.4–2.5. The first three
sections study extensions of modules over the Steenrod algebra.

2.1. Modules with One Generator4. Let A =
∑
i≥0A

(i) be a graded associative
algebra over the field Zp. As usual, we assume that A(0) = Zp all A(i) are finite-
dimensional linear spaces over the initial field. Consider a graded A-module M
with one generator u of dimension 0 in which some homogeneous Zp-basis {x(m)

i },
where x(m)

i ∈ M (m), is given. We denote the 1-generated free A-module by the
same symbol A (if its generator has dimension 0) and identify it with the algebra
A. We denote the generator by 1 and identify it with the identity element of the
algebra A. Obviously, a canonical map ε : A→M of A-modules such that ε(1) = u
is defined. As usual, A denotes the ideal of the algebra A consisting of elements of
positive dimension.

Suppose that B is a graded subalgebra of A, B =
∑
i≥0B

(i), B(0) = Zp, and
B(i) = B ∩ A(i). Let MB denote a 1-generated module equal to A/A ◦ B. As
above, we denote its Zp-basis by x

(m)
i and the generator by u = ε(1), where ε is

the natural homomorphism A→ A/A◦B. Let {y(k)
j } be an arbitrary homogeneous

Zp-basis of the algebra B; in each set ε−1(x(k)
i ), we choose and arbitrary element

z
(m)
i ∈ ε−1(x(m)

i ). The elements z(m)
i are assumed to be homogeneous of the same

dimension as x(m)
i .

4We consider only left A-modules
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Definition 4. The subalgebra B of the algebra A is said to be special if all products
z
(m)
i ◦ y(k)

i form a homogeneous Zp-basis of the algebra A and are independent.

As usual, we endow the field Zp with the trivial structure of an A-module.

Lemma 8. If the subalgebra B of the algebra A is special, then the following iso-
morphism holds:

Exts,tA (MB , Zp) ≈ Exts,tB (Zp, Zp). (13)

Proof. Let CB(Zp) denote the B-free standard complex of the algebra B (see [8]).
To prove (13), we construct an A-free acyclic complex CA(MB) such that the dif-
ferential isomorphism

Homs,t
B (CB(Zp), Zp) ≈ Homs,t

A (CA(MB), Zp) (14)

holds for each pair s, t. Applying the isomorphism (14) to all pairs s, t commuting
with the differential, we obtain the isomorphism (13). In constructing the complex
CA(MB), we shall employ the Zp-bases of the algebras and of the module MB

specified in Definition 4 of this section; we shall use the same notation.
As C0

A(MB) =
∑
t C

0,t
A (MB) we take the free module A, and as ε : A → MB

we take the map defined at the beginning of this section. Obviously, all elements
y
(k)
j with kq > 0 are generators of the A-module Ker ε ⊂ C0

A(MB). Definition 4

directly implies that all A-relations between the generators y(k)
j of the module Ker ε

follow from the commutative relations in the subalgebra B. We shall construct the
complex CA(MB) = Σs,tC

s,t
A (MB) by induction on s. Suppose that

(a) the complex CA(MB) is constructed for all s ≤ n;
(b) generators of the A-module Ker dn−1 : CnA(MB) → Cn−1

A (MB) are in
one-to-one correspondence with the sequences (y(k1)

j1
, . . . , y

(kn+1)
jn+1

) of ho-
mogeneous elements of positive dimension; we denote these generators by
u(y(k1)

j1
, . . . , y

(kn+1)
jn+1

); for each element yi =
∑
qly

(ki,l)
ji,l

, u(y(k1)
j1

, . . . , yi, . . . , y
(kn+1)
jn+1

)

denotes the linear combination
∑
l qlu(y

(k1)
j1

, . . . , y
(ki,l)
ji,l

, . . . , y
(kn+1)
jn+1

) of gen-
erators of the kernel Ker dn−1 (for any 1 ≤ i ≤ n+ 1);

(c) the generators of the A-module Ker dn−1 satisfy the relations

y ◦ u(y(k1)
j1

, . . . , y
(kn+1)
jn+1

) = u(y ◦ y(k1)
j1

, . . . , y
(kn+1)
jn+1

)

+
n∑
i=1

(−1)iu(y, y(k1)
j1

, . . . , y
(ki)
ji

◦ y(ki+1)
ji+1

, . . . , y
(kn+1)
jn+1

),

where y ∈ B;
(d) all relations are linear combinations of the right-hand sides of the rela-
tions specified in (c) multiplied on the left by elements of the form z

(m)
i ◦y(k)

j

(and of the trivial relations);
(e) the dimension of a generator u(y(k1)

j1
, . . . , y

(ki+1)
ji+1

) is equal to the sum of

the dimensions of the elements y(ki)
ji

(i = 1, . . . , n+ 1).
All these assertions have been proved above for n = 0. Now, let us construct the

module Cn+1
A (MB) =

∑
t C

n+1,t
A (MB) and the map dn : Cn+1

A (MB) → CnA(MB).
We choose A-generators of the free module Cn+1

A (MB) is such a way that they be in
one-to-one correspondence with the elements u(y(k1)

j1
, . . . , y

(kn+1)
jn+1

). We denote these
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free generators by v(y(k1)
j1

, . . . , y
(kn+1)
jn+1

) and define the dimensions of the generators

v(y(k1)
j1

, . . . , y
(kn+1)
jn+1

) and u(y(k1)
j1

, . . . , y
(kn+1)
jn+1

) to be
∑
ki. We set

dn+1(v(y
(k1)
j1

, . . . , y
(kn+1)
jn+1

) = u(y(k1)
j1

, . . . , y
(kn+1)
jn+1

).

Let us show that the kernel Ker dn+1 satisfies requirements (b)–(e). We set

u(y(k1)
j1

, . . . , y
(kn+2)
jn+2

) = y
(k1)
j1

◦ v(y(k2)
j2

, . . . , y
(kn+2)
jn+2

)

−
n+1∑
i=1

(−1)iv(y(k1)
j1

, . . . , y
(ki)
ji

◦ y(ki+1)
ji+1

, . . . , y
(kn+2)
jn+2

).

Assertions (c) and (e) are easily verified by a direct calculation. To prove (d), we
use properties of the bases of the algebra A. Composing an arbitrary relation (i. e.,
a zero linear combination of elements of the form z

(m)
j ◦ y(l)

q ◦ u(y(k1)
j1

, . . . , y
(kn+2)
jn+2

)),
we see that (d) follows readily from properties of the bases and the induction
hypotheses.

Obviously, the constructed resolvent CA(MB) satisfies (14) by the definition of
the standard complex CB(Zp) of the algebra B. This completes the proof of the
lemma. �

Now, suppose that A is a Hopf algebra and B is a special subalgebra invariant
under the diagonal map ψ : A → A ⊗ A. Then the A-module MB admits the
diagonal map

ψ̃ : MB →MB ⊗MB

induced by ψ, which is a homomorphism of A-modules. The homomorphism ψ̃ can
also be regarded as a homomorphism of the A-module MB to the A ⊗ A-module
MB ⊗MB with the property ψ̃(a ◦ x) = ψ(a) ◦ ψ̃(x) for a ∈ A and x ∈ MB . The
homomorphism ψ̃ endows the direct sum

ExtA(MB , Zp) =
∑
s,t

Exts,tA (MB , Zp)

with the structure of a bigraded algebra over the field Zp.

Lemma 9. If A is a Hopf algebra and B is its special subalgebra invariant under
the diagonal map, then the isomorphism (13) is an isomorphism of graded algebras.

Lemma 9 follows from the commutativity of the diagram

ExtB⊗B(Zp, Zp) ≈ ExtA⊗A(MB⊗B , Zp)5yψ∗ yψ̃∗
ExtB(Zp, Zp) ≈ ExtA(MB , Zp).

5It remains to note that B ⊗ B is special in A ⊗ A and the A ⊗ A-modules MB ⊗ MB and

MB⊗B are canonically isomorphic.
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2.2. Modules over the Steenrod Algebra. The Case of a Prime p > 2.
Adams [1] defined families of elements e′r, where r ≥ 0, and er,k, where r ≥ 1 and
k ≥ 0, in the Steenrod algebra over the field Zp which have the following very
interesting properties:

(a) e′r ∈ A(2pr−1), er,k ∈ A(k(2pr−1)), er,0 = 1;
(b) ψ(e′r) = e′r ⊗ 1 + 1 ⊗ e′r, ψ(er,k) =

∑
i+j=k er,i ⊗ er,j , where ψ is the Hopf

homomorphism of the Steenrod algebra;
(c) if we arbitrarily order the family consisting of the elements e′r and of the

functions fr(k) = er,k in a positive integer argument, then the set of mono-
mials being products of elements e′r and er,kr under the substitution of
arbitrary arguments kr (in this ordering) forms a basis of the algebra A;

(d) the elements er,k have Cartan type zero (see [6]), and the elements e′r have
Cartan type 1;

(e) the elements e′r anticommute.

In what follows, we rely heavily on the properties of the Adams elements in
the Steenrod algebra. Let us return to the modules HSO(p), HU(p), and HSp(p).
Formulas (10) from Section 1.5 of Chapter 1 introduce diagonal homomorphisms
in these modules. Thus the bigraded groups

ExtA(HSO(p), Zp) =
∑
s,t

Exts,tA (HSO(p), Zp),

ExtA(HU(p), Zp) =
∑
s,t

Exts,tA (HU(p), Zp),

ExtA(HSp(p), Zp) =
∑
s,t

Exts,tA (HSp(p), Zp)

turn naturally into bigraded algebras. Next, recall that, in Section 1.3 of Chap-
ter 1, we introduced decompositions ω and ω of certain numbers in summands of
the same form; we call the doubled sum of these summands the dimension of the
decomposition ω (ω) and denote it by R(ω) (R(ω)). We also introduced the notion
of p-adic decompositions ω and ω.

Theorem 1. The algebras ExtA(HSO(p), Zp) and ExtA(HSp(p), Zp) are isomor-
phic, and they are the algebras of polynomials in the generators

1 ∈ Ext0,0A (HSp(p), Zp), z4k ∈ Ext0,4kA (HSp(p), Zp), 2k 6= pi − 1,

h′r ∈ Ext1,2p
r−1

A (HSp(p), Zp), r ≥ 0.
(15)

The algebra ExtA(HU(p), Zp) is the algebra of polynomials in the generators

1 ∈ Ext0,0A (HU(p), Zp), z2k ∈ Ext0,2kA (HU(p), Zp), k 6= pi − 1,

h′r ∈ Ext1,2p
r−1

A (HU(p), Zp), r ≥ 0.
(16)

Proof. Let Mβ denote the module over the Steenrod algebra with one generator u
of dimension 0 where the only nontrivial relation is the identity β(x) = 0 for all
x ∈Mβ .

Obviously, the module Mβ admits a diagonal map ∆: Mβ →Mβ ⊗Mβ , and the
group ExtA(Mβ , Zp) =

∑
s,t Exts,tA (Mβ , Zp) is an algebra.
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Lemma 10. The algebra ExtA(Mβ , Zp) is the algebra of polynomials in the gener-
ators

1 ∈ Ext0,0A (Mβ , Zp), h′r ∈ Ext0,2p
r−1

A (Mβ , Zp), r ≥ 0.

Proof. To prove the lemma, we use the properties (a)–(e) of the Adams elements
and Lemma 9 proved in Section 2.1 of Chapter 2 (see above). As the subalgebra
B of A we take the subalgebra generated by the elements e′r, where r ≥ 0, and
by er,0 = 1. We order the Adams elements in such a way that all elements e′r
precede all elements er,k and take the basis of the Steenrod algebra determined
by the property (c) of the Adams elements with this ordering. Obviously, the
algebra B satisfies all assumptions of Lemma 9 from Section 2.1 of Chapter 2. The
algebra B is the exterior algebra in the generators e′r ∈ B(2pr−1), and therefore, its
cohomology algebra is a polynomial algebra. On the other hand, (d) implies that,
in this case, MB = Mβ , which proves the lemma. �

According to Lemmas 4 and 7 from Chapter 1, the modules HSO(p), HU(p),
and HSp(p) are direct sums of modules of the Mβ type with the only difference
that their generators uω and uω, except one, have nonzero dimension equal to
R(ω) or R(ω). Let zω ∈ Ext0,R(ω)

A (HU(p), Zp), zω ∈ Ext0,R(ω)
A (HSO(p), Zp), and

zω ∈ Ext0,R(ω)
A (HSp(p), Zp) be elements of these algebras defined by the equalities

(zω, uω) = 1, (zω, uω1) = 0, ω1 6= ω,

(zω, uω) = 1, (zω, uω1) = 0, ω1 6= ω.
(17)

Lemma 7 from Chapter 1 implies that, in the algebras ExtA(HSO(p), Zp),
ExtA(HU(p), Zp), and ExtA(HSp(p), Zp), the relations

zω ◦ zω1 = z(ω,ω1), zω ◦ zω1 = z(ω,ω1)

hold for all non-p-adic decompositions ω, ω1 and ω, ω1. Now, it is sufficient to
take the elements zω and zω, where the decompositions ω and ω consist of only one
term, as the generators z4k and z2k. This completes the proof of the theorem. �

2.3. Modules over the Steenrod Algebra. The Case of p = 2. Adams
studied also bases of the Steenrod algebra modulo 2 in [1]. Namely, he defined
a family of elements er,k ∈ A(k·2r−k) with properties similar to properties (a)–(e)
from Section 2.2. In this case, the elements er,1 commute for any r and e2r,1 = 0
(also for any r).

The following theorem is proved by analogy with Theorem 1 from Section 2.2 of
Chapter 2.

Theorem 2. The algebra ExtA(HU(2), Z2) is the algebra of polynomials in the
generators

1 ∈ Ext0,0A (HU(2), Z2), z2k ∈ Ext0,2kA (HU(2), Z2), k 6= 2i − 1,

h′r ∈ Ext1,2p
r−1

A (HU(2), Z2), r ≥ 0.
(18)

Proof. The proof of this theorem is similar to the proof of Theorem 1 (in this case,
β = Sq1). The only difference is that there is no Cartan type in the Steenrod
algebra over the field Z2. As above, Mβ denotes the module over the Steenrod
algebra with one generator of dimension 0 in which the only relation is the identity
β(x) = 0 for all x ∈ Mβ . As the subalgebra B of A we take the commutative
algebra generated by the elements er,1, where r = 1, and by er,0 = 1. Obviously, it
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is special. Let us prove thatMB = Mβ . We use the Adams dividing homomorphism
h (see (6) in Section 1.4 of Chapter 1). Obviously, it kills all iterations of type 1
modulo 2 (see Section 1.4 in Chapter 1). Adams proved that

h(er,2k) = er,k,

h(er,2k+1) = 0.
(19)

These relations imply h(er,1) = 0. Instead of the elements er,k, we can now consider
only the elements er,2i and construct bases of type (c) (see Section 1.2 of Chapter 1)
with the use of only these elements (see [1]). Considering the order under which all
elements of the form er,1 precede the elements er,2i with i > 0, we conclude that
the homomorphism h kills only those monomials from the basis that have er,1 on
the left. This implies Mβ = MB and completes the proof of the theorem. �

Let H̃SO(2) denote the quotient module of HSO(2) by the A-free part generated
by the generator xi mentioned in Lemma 6 from Section 1.4 of Chapter 1. Lemmas 6
and 7 from Chapter 1 imply the following assertion by analogy with Theorems 1
and 2 of this chapter.

Lemma 11. The algebra ExtA(H̃SO(2), Z2) is the algebra of polynomials in the
generators

1 ∈ Ext0,0A , z4k ∈ Ext0,4kA , k ≥ 1,

h0 ∈ Ext1,1A .
(20)

The proof of this lemma is similar to the preceding ones. In this case, as the
special subalgebra B we must take the subalgebra generated by only one element
e1,1 = Sq1.

Let M̃β denote the module over the Steenrod algebra with one generator u of
dimension 0 where the only nontrivial relations are the identity β(x) = 0 for all
x ∈ M̃β and the relation Sq2(u) = 0. Lemma 6 and Corollary 1 imply that the
module HSO(2) is a direct sum of modules of types Mβ and M̃β . The following
theorem is valid.

Theorem 3. The algebra ExtA(M̃β , Z2) admits the system of generators

1 ∈ Ext0,0A (M̃β , Z2), h0 ∈ Ext1,1A (M̃β , Z2), h1 ∈ Ext1,2A (M̃β , Z2),

x ∈ Ext3,7A (M̃β , Z2), y ∈ Ext4,12A (M̃β , Z2), h′r ∈ Ext1,2
r−1

A (M̃β , Z2), r ≥ 3,
(21)

with the relations

h0h1 = 0, h3
1 = 0, x2 = h2

0y, h1x = 0; (22)

all the other relations are consequences of (22).

Proof. Theorem 3 is proved by the same method of finding a special subalgebra B
of the Steenrod algebra A which corresponds to the module M̃β . As B we take
the subalgebra generated by the element e1,2 = Sq2 and by all elements of form
er,1. The description of the elements er,k given in [1] implies immediately that
[e1,1; e1,2] = e2,1 and [er,1; e1,2] = 0 for r > 1. (The notation [a; b] is used for
ab + ba (commutator).) Let us find the cohomology algebra H∗(B). Obviously,
the subalgebra of B generated by the elements er,1 with r > 1 is central in B.
Let us denote it by C. It is easy to see that the algebra B/C is commutative,
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and the squares of all its elements are zero (because e21,2 = e1,1 ◦ e2,1 in B). The
algebra H∗(C) is isomorphic to the algebra of polynomials in the generators h′r ∈
H1,2r−1(C) for all r ≥ 2. The algebra H∗(B/C) is isomorphic to the algebra of
polynomials in the generators h0 ∈ H1,1(B/C)and h1 ∈ H1,2(B/C).

Consider the Serre–Hochschild spectral sequence of the central subalgebra C in
the algebra B (see [15]). We know its term E2; namely, Ep,q2 = Hp(B/C)⊗Hq(C).
Simple calculations show that, in the Serre–Hochschild spectral sequence,

d2(1⊗ h′2) = h0h1 ⊗ 1, di(1⊗ h′r) = 0, r ≥ 3, i ≥ 2,

d3(1⊗ h′2
2) = h3

1 ⊗ 1, di(1⊗ h′2
4) = 0, i ≥ 2.

(23)

Setting x = h0 ⊗ h′2
2 and y = 1 ⊗ h′2

4 and retaining the other notation, we easily
obtain the required result. This completes the proof of the theorem. �

Thus, it only remains to study the module HSp(2). Let M1,2 denote the 1-
generated module over the Steenrod algebra with the two identity relations Sq1(x) =
0 and Sq2(x) = 0 for all x ∈ M1,2. We assume the dimension of the genera-
tor to be zero. Lemmas 5 and 7 of Chapter 1 show that studying the algebra
ExtA(HSp(2), Z2) reduces to studying the algebra ExtA(M1,2, Z2). Arguing as
above, we can easily show that the algebra ExtA(M1,2, Z2) is isomorphic to H∗(B),
where B is the subalgebra of the Steenrod algebra A generated by all elements
of form er,1 and er,2. Recalling the description of the elements er,k given in [1]
and performing easy calculations, we see that the elements er,1 and er,2 satisfy the
relations

[er1,1; er2,1] = 0, e2r,1, [er,2; e1,1] = er+1,1,

[er1,2; er2,1] = 0, r2 > 1, [er,2; e1,2] = er+1,1 ◦ e1,1,
[er1,2; er2,2] = 0, r1 > 1, r2 > 1, e21,2 = e2,1 ◦ e1,1,

[er,2; e1,2] = er+1,1 ◦ e1,1,
e2r,2 = 0, r > 1,

(24)

and all the other relations are consequences of (24).
Consider the central subalgebra C generated by the elements er,1 with r ≥ 2

in this algebra. The cohomology algebra H∗(C) is isomorphic to the algebra of
polynomials in the generators h′r ∈ H1,2r−1(C) for all r ≥ 2; this is easily seen from
the relations (24). The cohomology algebra H∗(B/C) is isomorphic to the algebra
of polynomials in the generators h0 ∈ H1,1(B/C) and hr,1 ∈ H1,2r+1−2(B/C) for
all r ≥ 1. It is easy to derive from relations (24) that, in the Serre–Hochschild
spectral sequence of the subalgebra C of B, the following relations hold:

d2(1⊗ h′r) = h0hr−1,r ⊗ 1, r ≥ 2,

d3(1⊗ h′r
2) = h1,1h

2
r−1,r ⊗ 1, r ≥ 2,

di(1⊗ h′r
4) = 0, i ≥ 2, r ≥ 2.

(25)

We set x = h0 ⊗ h′2
2 and y = 1 ⊗ h′2

4. Obviously, di(x) = 0 and di(y) = 0 for all
i ≥ 2. Hence there are elements x ∈ Ext3,7A (HSp(2), Z2) and y ∈ Ext4,12A (HSp(2), Z2)
satisfying the relation

x2 = h2
0y, (26)
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where h0 ∈ Ext1,1A (HSp(2), Z2) (clearly, such an h0 exists). In addition, (25) ob-
viously implies that, in the algebra ExtA(HSp(2), Z2), hn0x 6= 0 and hn0y 6= 0 for
any n.

2.4. Inner homology rings.

Theorem 4. The quotient ring of VSO modulo 2-torsion is isomorphic to the ring
of polynomials in generators u4i of dimension 4i for all i ≥ 0. The ring VU is
isomorphic to the ring of polynomials in generators v2i of dimension 2i for all
i ≥ 0. The algebras VSp × Zp are isomorphic to the algebras of polynomials in
generators t4i of dimension 4i for all i ≥ 0 at any p ≥ 0. The ring VSp has no
p-torsion at p > 2. The quotient ring of VSp modulo 2-torsion is not isomorphic to
a polynomial ring. There exist elements x ∈ V 4

Sp and y ∈ V 8
Sp such that x2− 4y ≡ 0

(mod 2-torsion) and they are generators of infinite order in the groups V 4
Sp and V 8

Sp.

Proof. Theorem 4 is proved by the spectral method of Adams; for this reason, we
consider it necessary to give a precise statement of the main theorem of [1].

Let K be an arbitrary finite complex. We denote the groups πn+i(EiK), where
E is a suspension and i is sufficiently large, by πsn(K). For the polyhedron K =
K1 × K2/K1 ∨ K2, where K1 and K2 are finite polyhedra, a pairing of groups
πn1(K1)⊗ πn2(K2) → πn1+n2(K) is defined. The properties of the operation K1 ×
K2/K1 ∨K2 imply that this pairing induces a pairing

πsn1
(K1)⊗ πsn2

(K2) → πsn1+n2
(K). (27)

On the other hand, it is well known that H+(K1, Zp)⊗H+(K2, Zp) ≈ H+(K,Zp).
From algebraic considerations, this isomorphism determines a pairing

Exts,tA (H+(K1, Zp), Zp)⊗ Exts̄,t̄A (H+(K2, Zp), Zp) → Exts+s̄,t+t̄A (H+(K,Zp), Zp).
(28)

Adams’ Theorem. For any polyhedron K, there exists a spectral sequence
{Er(K), dr} such that

(a) Er(K) ≈
∑
s,tE

s,t
r , dr : Es,tr → Es+r,t+r−1

r , and Es,tr = 0 for s > t;
(b) Es,t2 ≈ Exts,tA (H+(K,Zp), Zp);
(c) the group

∑
t−s=mE

s,t
∞ is adjoint to the quotient group of πsm(K) modulo

the subgroup of the elements whose orders are coprime to p;
(d) if K = K1 ×K2/K1 ∨K2, then there are pairings

Qr : Es,tr (K1)⊗ E s̄,t̄r (K2) → Es+s̄,t+t̄r (K) (28′)

such that

drQr(x⊗ y) = Qr(dr(x)⊗ y) + (−1)t−sQr(x⊗ dr(y)); (28′′)

(e) the pairing Q2 coincides (up to signs) with the pairing (28), and the
pairing Q∞ is adjoint to the pairing (27).

Obviously, Adams’ theorem and Lemmas 2 and 7 from Chapter 1 imply the
following assertion.

Lemma 12. There exist spectral sequences of algebras {Er(SO), dr}, {Er(U), dr},
{Er(SU), dr}, and {Er(Sp), dr} such that
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(a)

E2(SO) ≈ ExtA(HSO(p), Zp),

E2(U) ≈ ExtA(HU(p), Zp),

E2(SU) ≈ ExtA(HSU(p), Zp),

E2(Sp) ≈ ExtA(HSp(p), Zp)

and
(b) for E(m)

r =
∑
t−s=mE

s,t
r , the graded algebras E∞ =

∑
mE

(m)
∞ are ad-

joint to the quotient rings of the rings VSO, V U , VSU, and VSp modulo
the ideals of elements of orders coprime to m for the sequences of groups
{SO(n)}, {U(n)}, {SU(n)}, and {Sp(n)}.

Assertion (a) of Adams’ theorem implies dr(E
(m)
r ) ⊂ E

(m−1)
r . Theorems 1 and 2

and Lemma 11 from Chapter 2 imply that, in the case under consideration, the
groups Es,t2 (SO), Es,t2 (U), and Es,t2 (Sp) are zero if t − s = 1 (possibly except
the groups Es,t2 (Sp) and Es,t2 (SO) at p = 2). Therefore, in the Adams spectral
sequences specified in Lemma 12 from this section, all differentials are trivial. This
observation and Lemma 11 from Chapter 2 give the isomorphisms

E∞(SO) ≈ ExtA(HSO(p), Zp), p ≥ 2,

E∞(U) ≈ ExtA(HU(p), Zp), p ≥ 2,

E∞(Sp) ≈ ExtA(HSp(p), Zp), p > 2.
(29)

It is shown above that these algebra are polynomial (see Sections 2.2–2.3 in Chap-
ter 2). Consider the elements h0 ∈ Ext1,1A for all the algebras under examination. It
is well known that multiplication by such an element is adjoint to multiplication by
p in homotopy groups (see [1]). A comparison of the obtained results for all prime
p gives all assertions of the theorem except the last one. Relations (25) and (26)
imply that the elements x ∈ Ext3,7A (HSp(2), Zp) and y ∈ Ext4,12A (HSp(2), Zp) are
cycles for all differentials in the spectral sequence of Adams and that, in the ring
VSp, we have x2 − 4y ≡ 0 (mod 2-torsion). There is no p-torsion in the rings VSO,
VU, and VSp, because in the corresponding algebras E∞(SO), E∞(U), and E∞(Sp),
relations of the form hn0 z = 0 can hold for no n and z.

This concludes the proof of Theorem 4. �

2.5. Characteristic Numbers and the Image of the Hurewicz Homomor-
phism in Thom Spaces. Consider the Thom space MG corresponding to a sub-
group G of the group SO(n). Let W i be a compact closed smooth oriented manifold
smoothly embedded in the sphere Sn+i. Obviously, the SO(n)-bundle of planes Rn
normal to the manifold W i in the sphere Sn+1 is defined. We denote it by νn

and assume that it is endowed with the structure of a G-bundle, as in Section 1.1
of Chapter 1. Let p be the classifying map of this bundle to a plane G-bundle
over BG, and let x ∈ Hi(BG, Zp) be an arbitrary cohomology class. We call
the inner product (p∗x, [W i]) the characteristic number of the manifold W i cor-
responding to the element x ([W i] denotes the fundamental cycle of the manifold
W i with chosen orientation). We denote this number by x[W i] or by x[νi]. Recall
Thom’s isomorphism ϕ : Hi(BG) → Hn+i(MG) and Thom’s construction of the
map f(νn,W i) : Sn+i →MG for the manifold W i embedded in the sphere Sn+1 as
specified above. The following lemma is valid.
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Lemma 13. If [Sn+1] is the fundamental cycle of the sphere oriented consistently
with a submanifold W i G-framed in the sphere Sn+1, then

(f(νn,W i)∗[Sn+i], ϕ(x)) = x[W i] (30)

for any x ∈ Hi(BG, Z).

Proof. Consider the closed tubular ε-neighborhood T̃ (W i) of the G-framed sub-
manifold W i of the sphere Sn+i for a sufficiently small ε. We assume that the map
f(νi,W i) : Sn+i → MG is t-regular in the tubular neighborhood T̃ (W i) (see [16]).
The Thom isomorphisms ϕ : Hi(W i) → Hn+l(T̃ (W i), ∂T̃ (W i)) arise for all l ≥ 0.

Let m0 ∈ MG be the point of the Thom space obtained by contracting the
boundary EG of the cylinder TG to a point, and let En+i

δ be the complement in the
sphere to a very small ball neighborhood of radius δ of an interior point in T̃ (W i).
Obviously, an embedding of pairs

j : (T̃ (W i), ∂T̃ (W i)) ⊂ (Sn+i, En+i
δ )

is defined. The map of pairs f(νn,W i) : (Sn+i, x0) → (MG,m0) is completely
equivalent to the map of pairs

f̃(νn,W i) : (Sn+i, En+i
δ ) → (MG,m0), x0 ∈ En+i

δ .

Let us denote the composition f̃(νn,W i) ◦ f by g. By the definition of a t-
regular map f(νn,W i), it induces a map of pairs f1(νn,W i) : (T̃ (W i), ∂T̃ (W i)) →
(MG,m0) commuting with ϕ. Let µ be the fundamental cycle of the manifold
T̃ (W i) modulo the boundary. Since the maps under consideration are regular, we
have (f1(νn,W i)∗(µ), ϕ(x)) = (ϕ−1(µ), p∗(x)) = x[W i], where p : W i → BG is the
map induced by f1(νn,W i) on the subspace W i. It is also obvious that

(g∗(µ), ϕ(x)) = (f̃(νn,W i)∗ ◦ j∗(µ), ϕ(x)) = (f̃(νn,W i)∗[Sn+i], ϕ(x)).

It only remains to note that f(νn,W i)∗[Sn+i] = g∗(µ), because j∗(µ) = [Sn+i] and
f̃(νn,W i)∗[Sn+i] = f(νn,W i)∗[Sn+i].

This concludes the proof of the lemma. �

Let us return to the case where the group G is one of the classical Lie groups.
As in Chapter 2, we shell describe the cohomology of the Thom spaces and of the
spaces BSO(2k), BU(k), and BSp(k) in terms of the two-dimensional Wu generators
t1, . . . , tk. According to Milnor’s lectures on characteristic classes (see [9]), j∗(p4i) =∑
m+l=2i c2m ◦ c2l, where j : U(k) → SO(2k) is the natural group-subgroup embed-

ding. Therefore, the quotient ring of H∗(BSO(2k)) modulo 2-torsion can be thought
of as the ring of polynomials in the generators

∑
m+l=2i c2m◦c2l =

∑
t21◦· · ·◦t2i being

elementary symmetric polynomials in the squared Wu generators and the polyno-
mial w2k = t1 ◦ · · · ◦ tk (this is obvious for the rings H∗(BU(k)) and H∗(BSp(k)),
because these rings have no torsion). Let ω and ω be the same decompositions as
in Chapters 1 and 2, and let vω and vω be the symmetrized monomials correspond-
ing to decompositions ω and ω (see Section 1.3 in Chapter 1). As above, we use
R(ω) and R(ω) to denote the dimensions of the elements vω and vω in the rings
of symmetric polynomials in the generators t1, . . . , tk. Obviously, vω belongs to
HR(ω)(BU(k)) and vω belongs to HR(ω)(BSO(2k)) or to HR(ω)(BSp(2k)) (more pre-
cisely, to the quotient group of HR(ω)(BSO(2k)) modulo 2-torsion). We refer to the
characteristic numbers of the accordingly framed manifolds that correspond to the
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elements vω and vω as the ω- (ω-) numbers of these manifolds6. We are especially
interested in the cases where ω = (k) and R(ω) = 2k and where ω = (2k) and
R(ω) = 4k. Lemma 13 allows us to consider the characteristic numbers of elements
of the rings VSO, VU, VSU, and VSp.

Theorem 5. The (2k)-number of a 4k-dimensional polynomial generator of the
quotient ring of VSO modulo 2-torsion is equal to p if 2k = pi− 1, where p > 2, and
to 1 if 2k 6= pi − 1 for all p > 2; the (k)-number of a 2k-dimensional polynomial
generator of the ring VU is equal to p if k = pi − 1, where p ≥ 2, and to 1 if
k 6= pi − 1 for all p ≥ 2. The minimal nonzero (2k)-number of a 4k-dimensional
symplectically framed manifold is equal to 2sp if k = pi − 1, where p > 2, and to 2s

if k 6= pi− 1 for all p > 2, where s ≥ 0. (By a minimal number, we mean a number
with minimum absolute value.)

Proof. We shall prove this theorem by using homotopy arguments relying on equal-
ity (30). We give the proof only for the ring VU, because the proofs for the rings
VSO and VSp are quite similar.

Consider the module HU (p). As mentioned (see Sections 2.2–2.3 of Chapter 2),
the module HU (p) with an arbitrary p ≥ 2 is a direct sum of modules Mω

β of the Mβ

type with generators uω for all non-p-adic decompositions ω (and with a generator
u of dimension 0). In the proof of Theorem 2 of Chapter 2, it was mentioned that
the module MB corresponds to a special subalgebra B in the Steenrod algebra
A generated by all the elements e′r and by 1 (see Section 2.2 of Chapter 2) for
p > 2 and by all the elements er,1 and by 1 (see Section 2.3 of Chapter 2) for
p = 2, i. e., Mβ = MB . Consider the resolvent CA(MB) constructed in proving the
isomorphism (14). Let CA(HU(p)) denote the direct sum

∑
ω CA(Mω

β ), where the
resolvents CA(Mω

β ) are similar to the resolvent CA(Mβ) with the only difference
that the dimensions of all elements are shifted by R(ω); the resolvents CA(Mω

β )
coincide with minimal resolvents of the special subalgebra; the sum is over all non-
p-adic decompositions ω.

In what follows, we study only the maps

ε : C0
A(HU(p)) → HU(p),

d0 : C1
A(HU(p)) → C0

A(HU(p)).

Take the Thom space MU(k) for a sufficiently large k. It is aspherical in dimensions
smaller than 2k. Following [1], consider a realization Y = {Y−1 ⊃ Y0 ⊂ . . . Yn} of
the free acyclic resolvent CA(HU(p)) (see [11, Chapter II]). We assume that the re-
alization Y is polyhedral and the number n is sufficiently large. By the definition of
realizations of resolvents, the space Y−1 is homotopy equivalent to the space MU(k)

(k is large), the A-modulesH∗(Yi−1, Yi;Zp) are isomorphic (up to a sufficiently large
dimension) to the A-modules CiA(HU(p)) for i ≥ 0, the maps δ∗i : H∗(Yi−1, Yi;Zp) →
H∗(Yi−2, Yi−1;Zp) coincide with the maps di−1 : CiA(HU(p)) → Ci−1

A (HU(p)) for
all i ≥ 1, and the map δ∗0 : H∗(Y−1, Y0;Zp) → H∗(Y−1;Zp) coincides with the
map ε : C0

A(HU(p)) → HU(p). (We imply here that the cohomology is over the
field Zp.) Obviously, in the case under consideration, we have π2k+t(Yi−1, Yi) ≈
Homt

A(CiA(HU(p), Zp) for all t < 4k− 1 and i ≥ 0. For the pair (Y−1, Y0), consider

6The properties of the ω- (ω-) numbers are given in Milnor’s lectures [9], where these numbers
are denoted by Sω (Sω).
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the cohomology exact sequences

. . . −→ Hq(Y−1, Y0;Zp)
δ∗0−→ Hq(Y−1;Zp)

j∗−→ Hq(Y0;Zp) −→ . . . , (31′)

. . . −→ Hq(Y−1, Y0;Z)
δ̄∗0−→ Hq(Y−1;Z)

j̄∗−→ Hq(Y0;Z) −→ . . . . (31′′)

The homomorphism δ∗0 in the sequence (31′) is an epimorphism if q < 4k − 1;
therefore, the homomorphism j∗ is trivial. But the groups Hq(Y−1;Z) have no
torsion, and the homomorphism δ̄∗0 in the sequence (31′′) is also trivial, because all
groups Hq(Y−1, Y0;Z) are finite and they are direct sums of the groups Zpi

. Since
the homomorphism j∗ in (31′) is trivial, the image Im j̄∗ is divisible by p in the
group Hq(Y0;Z). The inclusion Hq(Y0;Z)/ Im j̄∗ ⊂ Hq+1(Y−1, Y0;Z) implies that
the image Im j̄∗ is not divisible by numbers of form ap, where |a| > 1, because the
groups Ht(Y−1, Y0;Z) with t < 4k − 1 are direct sums of the groups Zpi (see [7]).
This implies that the image of j̄∗ : Hq(Y0;Z) → Hq(Y−1;Z) consists of all elements
having the form px, where x ∈ Hq(Y−1;Z). Now, consider the elements z̃2l ∈
Hom2l

A(C0
A(HU(p), Zp) which determine the elements (16) or (18) in the groups

Ext0,2lA (HU(p), Zp) at l 6= pi−1. By the definition of the realization of the resolvent,
we can assume that z̃2l ∈ π2l+2k(Y−1, Y0). Moreover, since the differentials in
the Adams spectral sequence are trivial, we can assume that the elements z̃2l ∈
π2l+2k(Y−1, Y0) belong to the image δ0∗(π2l+2k(Y−1)). Let H : πi(K) → Hi(K,Z)
be the Hurewicz homomorphism. Take an element ˜̃z2l ∈ π2l+2k(Y−1) for which the
inner product (H ˜̃z2l, vl ◦ c2k) has minimal absolute value. Clearly, δ0∗ ˜̃z2l = λz̃2l,
and λ is coprime to p, because the map δ0∗ is an epimorphism of homotopy groups
and, by the construction of the resolvent, the cycle Hz̃2l is a δ0∗-image of a cycle x2l

such that (x2l, v(l) ◦ c2k) 6= 0. This implies that the inner product (H ˜̃z2l, v(l) ◦ c2k)
is coprime to p if l 6= pi − 1. Comparing the obtained results for different p, we
conclude that the inner product (H ˜̃z2l, v(l) ◦ c2k) is equal to ±1 if l 6= pi− 1 for any
p ≥ 2 and it is equal to ±ps if l = pi − 1. The number s is not known so far. It
remains to find it. For this purpose, consider the cohomology exact sequences for
the pair (Y0, Y1):

. . . −→ Hq(Y0, Y1;Zp)
i∗−→ Hq(Y0;Zp) −→ Hq(Y1;Zp) −→ . . . , (32′)

. . . −→ Hq(Y0, Y1;Z) ī∗−→ Hq(Y0;Z) −→ Hq(Y1;Z) −→ . . . . (32′′)

Recall that we have calculated the module H∗(Y0;Zp) ≈ Ker ε in a similar case
in Section 2.1 of Chapter 2 in the proof of Lemma 8, which applies to the case under
consideration. The homomorphism i∗ in the sequence (32′) is an epimorphism, as
well as δ∗0 in (31′). It readily follows from considerations similar to the argument
used above that there exists an element ˜̃z2l ∈ π2k+2l(Y0) for which the inner product
(H ˜̃z2l, y2l) is coprime to p, where y2l ∈ H2k+2l(Y0) is an element such that pj∗(c2k ◦
v(l))− y2l =

∑
λij

∗(vωi
◦ c2k), where ωi 6= (l) (j∗ is the homomorphism H∗(Y−1 →

H∗(Y0)).
Comparing this result with the preceding one, we obtain the required assertion.

To this end, it suffices to apply Lemma 13 about the relation between the found
inner products with characteristic numbers. To complete the proof of the theorem,
it remains to note that the (l)-number of an element of the ring VU is equal to 0 if
this element decomposes into a linear combination of products of elements of smaller
dimensions. Therefore, the (l)-number of a polynomial generator of dimension 2l is
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minimal, and any element x ∈ V 2l
U whose (l)-number has minimum absolute value

can be taken as a polynomial generator7. The (2l)-numbers in the rings VSO and
VSp have similar properties. This concludes the proof of the theorem. �

As is known (see [9]), in the ring VSO, the set of complex projective planes P 2k(C)
forms a polynomial subring (to be more precise, the P 2k(C) with natural normal
framing can be taken as representatives of elements x4k forming a polynomial sub-
ring in the ring VSO such that the quotient group VSO/P (x4, x8, . . . ) consists of
elements of finite order). We call the coefficient of a polynomial 4k-dimensional
generator in the decomposition of an element x ∈ V 4k

SO in the generators the mul-
tiplicity of the element x. The absolute value of the multiplicity does not depend
on the choice of polynomial generators in the ring VSO (in its quotient ring modulo
2-torsion). By the multiplicity of the representative-manifolds of an element x, we
mean the multiplicity of x. Theorem 5 has the following corollary.

Corollary 2. The multiplicity of the complex projective planes P 2k(C) in the ring
VSO is equal to 2k+1 if 2k+1 6= pi for any p > 2 and to 2k+1

p if 2k+1 = pi, where
p > 2.

Each complex analytic manifold is embedded in a real affine even-dimensional
space. The embedding endows it with a normal complex framing inverse to the
tangent bundle. This allows us to consider the multiplicity of a complex analytic
manifold in the ring VU.

Corollary 3.8 In the ring VU, the multiplicities of the projective planes P k(C) are
equal to k + 1 if k + 1 6= pi for any p ≥ 2 and to k+1

p if k + 1 = pi, where p ≥ 2.

To prove Corollaries 2 and 3, it is sufficient to note that the (2k)-numbers of the
P 2k(C) in VSO and the (k)-numbers of the P k(C) in VU are equal to 2k+1 and k+1,
respectively, which implies the required assertions. (Obviously, the (2k)- and (k)-
numbers are, respectively, some polynomials in the Pontryagin and Chern classes
of the normal bundles inverse to tangent bundles. In the case under consideration,
these polynomials are easily calculated by using symmetric polynomials in the Wu
generators. For the tangent classes of Pontryagin (Chern), this is done in [19].
The (2k)-number (the (k)-number) of a normal bundle equals the negative (2k)-
number (the (k)-number) of the tangent bundle. This can be easily derived from
the Whitney formula written in terms of the ω- and ω-numbers.)

3. Realization of cycles

3.1. The Possibility of G-Realization of Cycles. Let Mn be a compact closed
smooth oriented manifold.

7This readily follows from the following Whitney formulas for classes (of Pontryagin, of Chern,
and symplectic):

ω(ξ ⊗ η) =
∑

(ω1,ω2)=ω,
ω1 6=ω2

[ω1(ξ)ω2(η) + ω2(ξ)ω1(η)] +
∑

(ω1,ω1)=ω

ω1(ξ)ω1(η). (32)

8Milnor specified manifolds Hr,t ⊂ P r(C) × P t(C), where r > 1 and t > 1, of dimension

2k = 2(r + t− 1) such that (k)[Hr,t] = −
(r+t

r

)
. These manifolds are algebraic (see [17]).



26

Definition 5. The dimension i of the manifold Mn is said to be p-regular, where
p is a prime, if 2i < n and all groups Hi−2q(p−1)−1(Mn, Z) have no p-torsion for
q ≥ 1.

Theorem 6. If the dimension i of a manifold Mn is ps-regular for some (finite
or infinite) set {ps} of odd primes, then, for each integer cycle zi ∈ Hi(Mn, Z),
there exists an odd number α such that it is coprime to all the ps and the cycle
αzi can be realized by a submanifold. If a cycle zi ∈ Hi(Mn, Z) is realized by a
submanifold, the dimension i is 2-regular, and n− i ≡ 0 (mod 2), then the cycle zi
is U

(
n−i
2

)
-realizable. If a cycle zi ∈ Hi(Mn, Z) is realized by a submanifold, 2i < n,

and n − i ≡ 0 (mod 4), then the cycle 2tzi is Sp
(
n−i
4

)
-realizable provided that t is

sufficiently large.

Proof. We shall prove the theorem by the method of Thom, relying on the homotopy
structure of the spaces MSO(n−i), MU(n−i

2 ), and MSp(n−i
4 ) studied in the preceding

chapters.
We start with proving the first assertion of the theorem. Consider the coho-

mology class zn−i ∈ Hn−i(Mn, Z) dual to the cycle zi. Let us construct a map
q : Mn → MSO(n−i) such that q∗USO(n−i) = αzn−i, where α is an odd number co-
prime to all the ps. Lemma 6 from Chapter 1 implies that, for k = 2(n−i)−2, the k-
th Postnikov complex M (k) (see [11]) of the space MSO(n−i) is homotopy equivalent
to the direct product of some space M̃SO(n−i) and Eilenberg–MacLane complexes
of type K(Z2, l). Moreover, by Theorem 4 from Chapter 2, the factors M̃SO(n−i)

in this product can be chosen in such a way that all the groups πi(M̃SO(n−i)) be
free Abelian and differ from zero only at t ≡ 0 (mod 4). We denote the Postnikov
complexes of the space M̃SO(n−i) by M̃ (q). Obviously, πt(M̃ (q)) = 0 if t < n − i

or t > q. Let us denote the spaces of type K(πq(M̃SO(n−i)), q) by Kq. The results
of [6] imply that the groups Hq+t(Z, q;Z) with t ≤ q − 1 are finite, and they are
direct sums of groups of the form Zp, where p ≥ 2.

These considerations and the natural fibrations ηq : M̃ (q) → M̃ (q−1) with fibers
K readily imply that the groups Hq+t(M̃ (q), Z) are finite if 0 < t < 2(n − i)
and that the Postnikov factors Φq ∈ Hq+2(M̃ (q), πq+1(M̃SO(n−i))) are cohomology
classes of finite order with coefficients in a free Abelian group. Let us denote the
order of the factor Φq by λq. Lemma 5 from Chapter 1 implies that λq is odd.
We denote the fundamental cohomology class of the complex Kq by uq. Now,
let us construct a family of maps qq : Mn → M̃ (q) such that ηq(gq) = gq−1 and
q∗n−i(un−i) = αzn−i. Recall that, under the assumptions made above, the sets
of homotopy classes of the maps π(Mn, M̃ (q)) form Abelian groups, and for any
pair of elements h1, h2 ∈ π(Mn, M̃ (q)), the induced homomorphisms of cohomology
groups satisfy the equality (h1 + h2)∗ = h∗1 + h∗2. Let H̃q,t ⊂ Hq+t(M̃ (q), Z) be
the subgroup of the group Hq+t(M̃ (q), Z) consisting of the elements of finite order
coprime to all the ps and of the elements of order coprime to λq. Suppose given a
map fq : Mn → M̃ (q) such that f∗q (Φq) = 0. We denote the homotopy class of a
map f by {f}.
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Lemma 14. There exist a map fq+1 : Mn → M̃ (q+1) and an odd number αq co-
prime to all the ps such that {ηq+1fq+1} = αq{fq} and f∗q+1(H̃

q+1,t) ⊂ Im f∗q if
t+ q + 1 ≤ q + n− i.

Proof. Consider a spectral sequence of the fibration ηq+1 with coefficients in the
group πq+1(M̃SO(n−i)) which reduces to an exact sequence in small dimensions. As
usual, we denote the transgression in the fibration by τ . Obviously, τ(uq+1) = Φ
and τ(λquq+1) = 0. It is also clear that τ(x) = 0 if x is an element of finite
order coprime to λq whose dimension is smaller than n− i− q. Each element x̃ ∈
H∗(M̃ (q+1), πq+1(M̃SO(n−i))) adjoint to x is a stable primary cohomology operation
(up to an element y ∈ η∗q+1(H

∗(M̃ (q)))) on the element ũq+1 adjoint to λquq+1. It
is well known that, for any map f̃q+1 : Mn → M̃ (q+1) such that ηq+1f̃q+1 = fq
and any element z ∈ Hq+1(Mn, πq+1(M̃SO(n−i))), there exists a map f̃ ′q+1 : Mn →
M̃ (q+1) for which f̃ ′

∗
q+1(ũq+1) − f̃∗q+1(ũq+1) = λqz. Therefore, we can find a map

f̃q+1 : Mn → M̃ (q+1) such that f̃ ′
∗
q+1(x̃) ⊂ f∗q (H∗(M̃ (q))) and ηq+1f̃q+1 = fq, where

x̃ is the element adjoint to x ∈ Ht(Kq+1;πq+1(M̃SO(n−i))) with t < n− i+ q. (The
order of x is assumed to be coprime to λq.)

Let αq denote the number of elements in the quotient group[
f̃∗q+1

( n−1∑
t=q+2

H̃q+1,t

)]/[
Im f∗q ∩ f̃∗q+1

( n−1∑
t=q+2

H̃q+1,t

)]
.

Since λq is odd, the construction of the map f̃∗q+1 implies that αq is odd and
coprime to all the ps. Setting {fq+1} = αq{f̃q+1}, we obtain the required assertion.
This completes the proof of the lemma. �

Now, let us construct a family of maps fq : Mn → M̃ (q) such that f∗n−i(un−i) =
zn−i and {ηq+1fq+1} = αq, where the αq satisfy the assumptions of Lemma 14. We
argue by induction on q.

Note that λn−i−1 = 1. This obviously implies that Imαn−i−1f
∗
n−i = 0 in dimen-

sions larger than n− i, because the groups Hn−i+2q(p−1)+1(Mn) nave no ps-torsion
for q ≥ 19. Now, suppose that the maps fj are constructed for all j ≤ m and
f∗j (Ht(M̃ (j), Z)) = 0 for j < t < 2(n−i). Without loss of generality, we can assume
that m − n + i ≡ 3 (mod 4). We divide the numbers ps into two classes: the first
consists of the numbers for which λq is coprime to ps and the second of all remain-
ing numbers. It is easy to see that, for the numbers ps from the first class, the map
fm+1 : Mn → M̃ (m+1) also satisfies the induction hypotheses, i. e., f∗m+1(x̃) = 0 if
x̃ ∈ Ht(M̃ (m+1), Z) for t > m+1 and the order of x̃ is divided by ps (this is readily
implied by Lemma 14, the conditions of the theorem, and the structure of the groups
Ht(Km+1, Z)). Consider the case where the number ps belongs to the second class.
In this case, λm is divided by ps. The factor Φm ∈ Hm+2(M̃ (m), πm+1(M̃SO(n−i)))
can be treated as the partial operation Φ(η∗m ◦ · · · ◦ η∗n−i+1(un−i)) on the element
η∗m ◦ · · · ◦ η∗n−i+1(un−i). Let us decompose the element Φm as Φm = Φ(1)

m + Φ(2)
m ,

where the order of Φ(2)
m is coprime to ps and the order of Φ(1)

m is a number of form

9As generators of the Steenrod algebra of stable primary cohomology operations θi ∈
Hn+j(Z, n; Z) with j ≤ n + 1, elements of dimensions 2q(p− 1) + 1 with q ≥ 1 can be taken.
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pis. Both elements Φ(1)
m and Φ(2)

m can be treated as partial operations on the same
element η∗m ◦ · · · ◦ η∗n−i+1(un−i) defined on the same kernels.

The following lemma is valid.

Lemma 15. Let Φ be a partial stable cohomology operation on η∗m ◦ · · · ◦
η∗n−i+1(un−i) such that it increases dimension by m−n+ i+2 and its domain and
range are subgroups of cohomology groups with coefficients in free Abelian groups.
If the cohomology operation plΦ is trivial for some odd prime p, η∗m+1Φ(η∗m ◦ · · · ◦
η∗n−i+1(un−i)) = 0, and m−n+ i 6≡ −1 (mod 2p− 2), then the operation Φ is also
trivial.

The assertion of the lemma readily follows from the homotopy structure of the
Thom spaces studied in Chapter 2.

Lemma 15 implies that the partial cohomology operation Φ(1)
m is trivial. Now, we

can construct a map fm+1 such that {ηm+1fm+1} = {fm} · αm, where αm satisfies
the assumptions of Lemma 14, and the image of f∗m+1 is trivial in dimensions
larger than m + 1. For this purpose, it is sufficient to apply Lemmas 14 and 15
to all primes ps from the second class. This gives us the family of maps fq. It

determines a family of maps ˜̃
fq : Mn → M

(q)
SO(n−i) such that {˜̃ηq+1

˜̃
fq+1} = αq{ ˜̃

fq}

and ˜̃
fn−i(un−i) = zn−i, where M

(q)
SO(n−i) is the Postnikov complex of the space

MSO(n−i) and ˜̃η : M (q+1)
SO(n−i) →M

(q)
SO(n−i) is the natural projection.

We set {gq} = αn−1 ◦ · · · ◦αq{ ˜̃
fq}. Clearly, {˜̃ηq+1gq+1} = {gq} and g∗n−i(un−i) =

αn−i◦· · ·◦αn−i+1◦un−i. We have constructed a family of maps gq with the required
properties. This proves the first assertion of the theorem. The remaining assertions
are proved similarly. �

It follows from the proof of Theorem 6 and the structure of the groups Ht(BU(m),

Z) that, for any cocycle z2i ∈ H2i(BU(m), Z), there exists a map g : B̃(4i−1)
U(m) →

MU(i) of the (4i − 1)-dimensional skeleton such that g∗(uU(i)) = z2i. This implies
the following assertion.

Corollary 4. The homology class dual to an arbitrary polynomial P (c2, c4, . . . )
in the Chern classes of any U(m)-bundle over the manifold Mn admits a U(i)-

realization if the dimension of the polynomial is equal to 2i, where 2i >
[n+ 1

2

]
.

Corollary 5. A cycle zi ∈ Hi(Mn) with i <
[n
2

]
can be realized as a submanifold

if 2kzi = 0.

Appendix 1
On the Structure of the Ring VSU

As is known, in all domains of coefficients, the cohomology algebras H∗(BSU(k))
can be described by symmetric polynomials in the Wu generators t1, . . . , tk with
taking into account the relation t1 + · · ·+ tk = 0, as well as the algebras H∗(MSU).

Suppose that ω = (a1, . . . , as), vω =
∑
ta1
1 ◦ · · · ◦ tas

s , and

uω = vω ◦ c2k =
∑

ta1+1
1 ◦ · · · ◦ tas+1

s ◦ ts+1 ◦ · · · ◦ tk,

as in Chapter 1. Suppose also that
∑
ai < k.
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Definition. A decomposition ω = (a1, . . . , as) is called p-admissible if the number
of subscripts i such that ai = pl divides p for any l ≥ 0. (Note that, for a field of
characteristic zero, this means that ai 6= 1 for i = 1, . . . , s.)

Lemma 16. Each module HSU(p) with p > 2 is isomorphic to a direct sum
∑
ωM

ω
β

of Mβ-type modules Mω
β with generators uω corresponding to p-admissible non-p-

adic decompositions ω = (a1, . . . , as). The dimension of the generator uω is equal
to 2 (

∑
ai).

The module HSU(p) admits a diagonal map

∆: HSU(p) → HSU(p)⊗HSU(p),

which has the same form on the generators uω as the diagonal map considered
in Section 1.5 of Chapter 1 (with the p-admissibility of decompositions taken into
account). In addition, the relations (9) hold modulo decomposable elements rather
than absolutely. Thus the following lemma is valid.

Lemma 17. The algebra ExtA(HSU(p), Zp) is isomorphic to the algebra of polyno-
mials in the generators

1 ∈ Ext0,0A (HSU(p), Zp), h′r ∈ Ext1,2p
r−1

A (HSU(p), Zp), r ≥ 0,

z(k) ∈ Ext0,2kA (HSU(p), Zp), k 6= pr, pr − 1, r ≥ 0,

z(ωr) ∈ Ext0,2p
(r+1)

A (HSU(p), Zp), r ≥ 0, ωr =
1
plr

(pr+1)10.

Using an argument similar to that of Section 2.4 of Chapter 2, we can deduce
the following theorem from these lemmas.

Theorem 7. The ring VSU ⊗ Zph is isomorphic to the ring of polynomials in the
generators v2i (i = 0, 2, 3, 4, . . . ) for all p > 2 and h 6= 0. The ring VSU has no
p-torsion for p > 2.

Using the same method as in the proof of Theorem 5 from Chapter 2 and taking
into account the p-admissibility of decompositions, we can deduce the following
theorem from Lemma 13 from Chapter 2.

Theorem 8. A sequence of SU-framed manifolds M4,M6,M8, . . . is a system of
polynomial generators of the ring VSU ⊗ Zph if and only if the following conditions
on the Chern ω-numbers of the SU-framings hold:

(k)[M2k] 6≡ 0 (mod p), k 6= pi, pi − 1,
1
p
(k)[M2k] 6≡ 0 (mod p), k = pi − 1,

1
pls

(ps+1)[M2ps+1
] 6≡ 0 (mod p), s ≥ 0, ls ≥ 1.

(Note that (ps+1)[M2ps+1
] ≡ 0 (mod p), because c2 = (1) = 0.)

Now, consider the case of p = 2.
According to Corollary 1 from Chapter 1, we have HSU(2) =

∑
iM

(i)
β +

∑
ω M̃

ω
β ,

where the modules M̃ω
β are quotient modules of Mω

β -type modules by the relation

10Since
∑

ti = 0, we have
∑

tp
r+1

i = plr
∑

λr,i ◦ uωr,i , where lr is maximal, ωr,1 =

(pr, . . . , pr), and λr,1 6= 0.
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Sq2(uω) = 0. The dimension of the generator uω, where ω is an arbitrary decom-
position of the number 8a into terms (8a1, . . . , 8as) with ai > 0, is equal to 8a. The
dimensions of the generators of the modules M (i)

β are even. We set Nβ =
∑
M

(i)
β

and Ñβ =
∑
ω M̃

ω
β . Obviously, we have

Exts,tA (HSU(2), Z2) ≈ Exts,tA (Nβ , Z2) + Exts,tA (Ñβ , Z2).

The algebras ExtA(Mβ , Z2) and ExtA(M̃β , Z2) are calculated in Chapter 2 (see also
Theorem 3 for the algebra ExtA(M̃β , Z2)). As above,

h0 ∈ Ext1,1A (HSU(2), Z2), h1 ∈ Ext1,2A (HSU(2), Z2)

denote known elements satisfying the relations h0h1 = 0, h1 6= 0, and h3
1 = 0 (see

Theorem 3).
The results of Section 2.3 of Chapter 2 readily imply the following assertion.

Lemma 18. If hk0x = 0, where k > 0 and x ∈ Exts,tA (HSU(2), Z2), then x = h1y.
If x ∈ Exts,tA (Ñβ , Z2), then h2

1x = 0 implies h1x = 0 for t − s = 2k. If t − s =
2k + 1, then x always equals h1y1. If x ∈ Exts,tA (Nβ , Z2), then h1x = h1y, where
y ∈ Exts,tA (Ñβ , Z2), and t− s = 2k whenever x 6= 0.

Now, consider the Adams spectral sequence specified in Section 2.4 of Chapter 2
(see also [1]).

Lemma 18 and the multiplicative properties of the Adams spectral sequence
imply the following theorem.

Theorem 9. If x ∈ Exts,tA (Nβ , Z2), then di(x) = di(y), where y ∈ Exts,tA (Ñβ , Z2),
for all i ≥ 2. The elements h0 ∈ Ext1,1A (HSU(2), Z2) and h1 ∈ Ext1,2A (HSU(2), Z2)
are cycles for all differentials. If h0x 6= 0 for x ∈ Es,tr (HSU(2), Z2), then x 6= dr(y)
for any y ∈ Es−r,t−r+1

r (HSU(2), Z2) (r ≥ 2). If t − s = 2k + 1 and x ∈ Es,tr , then
x = h1y and h1x 6= 0 for all r ≥ 2. If x ∈ Es,t2 , t − s = 2k, and x = h2

1y, then
di(x) = 0 for i ≥ 2.

Since multiplication by the element h0 in E∞ is adjoint to multiplication by 2
in the ring VSU and the element h1 ∈ E1,2

∞ determines an element h̄1 of VSU such
that 2h̄1 = 0, h̄2

1 6= 0, and h̄3
1 = 0, Theorem 9 implies the following result.

Corollary 6. The groups V 2k+1
SU have no elements of order 4 for all k ≥ 2. More-

over, if x ∈ V 2k+1
SU , then 2x = 0 and x = h̄1y, where the element y ∈ V 2k

SU can be
assumed to have infinite order, and h̄2

1y = h̄1x 6= 0 whenever x 6= 0.

Theorem 3 from Chapter 2 shows that, in the algebras E2 = E2(SU) =
ExtA(HSU(2), Z2) and E∞ = E∞(SU), the relation h0x = 0 always implies h0x = 0.
This gives rise to the question: Can the groups V 2k

SU contain elements of order 4?

Appendix 2
The Milnor Generators of the Rings VSO and VU

Consider an algebraic submanifold Hr,t ⊂ P r(C) × P t(C) realizing the cycle
P r−1(C)× P t(C) + P r(C)× P t−1(C) without singularities. It is easy to show that

(r + t− 1)[Hr,t] = −
(
r + t

r

)
.



31

It is also known that (r + t − 1)[P r+t−1(C)] = +(r + t). Note that the greatest
common divisor of the numbers

{(
k
i

)}
(i = 1, . . . , k − 1) is equal to 1 if k 6= pl

for any prime p ≥ 2 and to 2 if k = pl. Thus, taking a linear combination of the
manifolds Hr,t and P r+t−1(C) with r+ t = const, we can obtain a manifold Σr+t−1

such that

(r + t− 1)[Σr+t−1] =

{
1, r + t 6= pl,

p, r + t = pl.

According to Theorem 5 from Chapter 2 (see also [17]), the sequence of manifolds

Σ1,Σ2, . . . ,Σk, . . .

is a system of polynomial generators of the ring VU. Now, consider the natural ring
homomorphism VU → VSO/T , where VSO/T is the quotient ring of VSO modulo
2-torsion. It is easy to show that the composition

VU → VSO → VSO/T

is an epimorphism. Therefore, the manifolds Σ2k generate the ring VSO/T . The
characteristic numbers of the manifolds Σk are easy to calculate, and the question
of what set of numbers can be the set of Pontryagin numbers for a smooth manifold
is completely solved by Milnor (as well as similar questions concerning the Chern
numbers of algebraic, complex analytic, almost complex, and U-framed manifolds).
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[6] H. Cartan, Sur l’itération des opérations de Steenrod, Comm. Math. Helv., 29, No. 1 (1955),

40–58.
[7] H. Cartan, Seminaire, 1954/55.
[8] H. Cartan and S. Eilenberg, Homological Algebra, Princeton Univ. Press, 1956, 1–390.

[9] J. Milnor, Lectures on Characteristic Classes, Princeton Univ., 1958 (mimeographed).

[10] J. Milnor, On the cobordism ring, Notice of Amer. Math. Soc., 5 (1958), 457.
[11] M. M. Postnikov, A study on the homotopy theory of continuous maps, Trudy Mat. Inst. im.

V. A. Steklova, XXXXVI (1955).

[12] V. A. Rokhlin, Inner homology, Dokl. Akad. Nauk SSSR, 89, No. 5 (1953), 789–792.
[13] V. A. Rokhlin, Inner homology, Dokl. Akad. Nauk SSSR, 119, No. 5 (1958), 876–879.

[14] J. P. Serre, Cohomologie modulo 2 des compléxes d’Eilenberg–MacLane, Comm. Math. Helv.,
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