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A bstract

This thesis consists of two parts. The first is about the B P  analog of 
Lin’s theorem and the second is about the realization of A{n).

The B P  analog of Lin’s theorem is actually about the isomorphism be­
tween the Novikov Z?2-term for S'-1 and the inverse limit of Novikov .E^-term 
for the spectra P_n. We construct spectral sequences which converge to the 
objects we axe considering by filtering them 7-adically. We can prove that 
the Ei-term s of the 7-adic spectral sequences are isomorphic.

In the second part we find the spectrum whose cohomology is A(n)* as 
an A*-module for any integer n and p > n +  3. We also find a self-map of 
this spectrum which induces multiplication of u„+i on its EP-cohomology for 
p >  n +  4. We modify Toda’s technique to accomplish this goal. It involves 
J5P-theory calcualtions, so we can regard this proof as obtaining ordinary 
cohomology information from cobordism.
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C hapter 1 

Introduction and M ain R esults

We will consider two problems in this thesis. The first problem is about 
Lin’s theorem, which is due to W. H. Lin. It is the first step to prove Segal’s 
conjecture. The original proof by Lin is complicated and not published. We 
can find a much simpler proof in [LDMA80]. Here we state Lin’s theorem in 
homology for convenience.

T h eo rem  A ([LDMA80] for p =  2, [Gun81] [AGM] for p > 2) There is an 
isomorphism

Ext*’‘(Z/(p), S ~ ‘ Z U p )) 3  lim E x t^Z /O O , H .(P -n)) 

which is induced by A*-comodule homomorphism

r~n =  ($-„)* : S _1Z/(p) — ► H*(P-n) 

for n >  0. where A » is the dual Steenrod algebra.

Throughout this paper, q denotes 2(p — 1).
For each n >  0, there is a spectrum P_„ which is closely related to the 

Thom spectrum of (—n)-times of the tautological line bundle over B Z/(2) — 
RP°° for p — 2 and over for p > 2. The P_„, which we just referred, is 
denoted by the P- nq-1 in [Sad]. These spectra have the following properties:
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a) P_n has one cell in each dimension k  when k =  k'q or k'q — 1 for 
k' > —n;

b) There is a canonical ” projection” map p_„ : P_7, —► P_„+i which 
collapses cells in dimension — nq and —nq — 1 to the base point;

c) There exist maps ib-n : S~l —> P_„ for all > 0 compatible with the 
projection maps in b): p - n o ib-n =  ib-n+1- In particular V-'o is the inclusion 
of the bottom cell of Po.

The cohomology of P_„ for p = 2 is .

iT (P _ n; Z /(2)) =  Z/(2){®f: i >  -2 ( n  +  1); |.t| =  1} 

with action of Steenrod scpiares given by

SqV‘ =

for all j  6 Z , i > 1.
For p > 2, the cohomology of P_„ is

P*(P_„; Z/(p)) =  Z /(p){P<pM : A: > - n ;  i =  0 ,1, \x\ = 1, \y\ = 2} 

with the action of reduced powers V 1 and Bockstein operation Qo given by

0
V xa  =

a  =  x

1) a  =  y7'
( 1. 1 .2 )

a  =  x
(1.1.3)

a: =  y7' 
for all n G Z and i > 1.

We will always denote the homotopy group of the Brown-Peterson spec­
trum B P  as

PP* = 7i{v)[vu v2,---\

and BP*(BP) as
T =  BP„[ti,t2, ■ ■ •].



The PP-homology of P_„ is

k
B P ,(P -„) = BP*{b-n, b-n+l, • • - ) / ( £ c ib k- n-i : k >  0)

i=0

which denotes the PP»-module with the indicated generators modulo the 
indicated relations. Here Cj’s are the coefficients in the p-series

blO1') =  x  £  CiXl{p~x) (1.1.4)
i=o

and |6,j =  iq — 1. The T-coaction of B P,(P_„) is given by

Tp(bk) = I®  bk + Wi ® (1.1.5)
l< i< fc+ 7 t

where the elements w[s can be determined as following: for k = —m  <  0

F m i
® = W{ ® +  others (1.1.6)

and for k  =  m  >  0

F .
® a ^ -1)) 2' q =  ® +  others. (1.1.7)

Here F  is the canonical formal group law over BP* and x  is a polynomial
generator with dimension 2 .

Interested readers may find these BP-theory calculations in detail in 
[Sad].

The main object of the first part of this thesis is the following B P  analog 
of Lin’s theorem.

Theorem  B There is an isomorphism

Ext' / ( B P ^ B ^ B P * )  =  lim Ext“/(B P * ,B P * {P -n)) 

which is induced by the extensions of T-comodule homomorphisms
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E _1PP» PP*(P-„)

E _1P P ,/(p 't+1)

/o r all n > 0. Pere toe use BP* to denote the p-completion of BP*, i.e. the 
inverse limit o f BP*/(pn+l) .

We can generalize Theorem B to the following form.

T h eo rem  C There is an isomorphism

E xt'/(B P * , B P *{S-‘ A X)) =  lim Ext££(PP*, PP*(P_„ A X ))  

for any finite spectrum X .

Instead of proving Theorem B with PP-theory, we will find two natural 
spectral sequences converging to the indicated groups and then prove the 
corresponding p 2-terms are isomorphic. We obtain these spectral sequences 
by filtering the cobar complexes /-adically. I  denotes the ideal in BP* gen­
erated by p and all v, with i > 0. The .E^-terms of these spectral sequences 
are p 2-terrns of classical Adams spectral sequences and their inverse limit. 
The following diagram explains our idea.

ExtP,(E x tB.(i7_ iZ /(p))) =*> Extr (P _JPP*)

i  i  (1.1.8)

lim Extpm(Exte.{H*(P_„))) = >  lim Extr (BP*,BP*(P_„))



It is sufficient to prove that the first column is an isomorphism. The P 2- 
terms in the first column are only related to ordinary homology and classical 
Adams spectral sequence. This simplifies our job.

Before we state more results, we like to introduce some basic properties 
of dual Steenrod algebra A* from [Rav86], which were originally proved by 
Milnor.

Lemma 1.1.9 ([Rav86], 3.1.1) A * is a graded commutative noncocommuta- 
tive Hopf algebra.

(1) For p =  2, A*= R[£i,?2! •• •] as an algebra where F[ ] denotes a polyno­
mial algebra overZ/(p) on the indicated generators, and |£„| =  2" — 1 . 
The coproduct A : A* -*■ A* ® A* is given by A(f„) =  T,o<i<n i ® 6 , 
where £o =  1-

(2) For p > 2, A*= P[£i ,&)•••] ® E{tq, t\ , • • •) as an algebra, where E( ) 
denotes the exterior algebra on the given generators, |£„.| =  2(pn — 1) , 
and \rn| =  2pn — 1. The coproduct is given by A(£„) =  £o<;<?i £«_,• ® 
where f t =  1 and A(r„) =  r„ ® 1 +  Eo<.<n ® TV-

Let P» C A » be P [f2, '']  f°r P = 2 and P [ f t , ft, • * •] for p > 2, and let
P* =  A* ®p, Z /(p), i.e. P* =  P ( f t ,f t ,- - - )  fo rp  =  2 and P* =  P ( t0,t i ,- - - )

7
for p >  ‘2. Then we have

Lemma 1.1.10 ([Rav86] 4.43) With notations as above

(1) Ext£„(Z/(p), Z /(p)) =  F[uo,ui,- ■ •] with Ui 6 Ext1,2p'_1 represented 
in the cobar complex by [ft] for p = 2 and [r,] fo rp  > 2.

(2) P* —*• A* —► P» is an extension of Hopf algebras.

(3) The P*-coaction on Ext^.(Z /(p), Z/(p)) is given by

£,■ ® «i P =  2
^(«») =

£ i  £,n-i ® u{ p >  2
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There are a series of compatible splittings ([LDMA80] Theorem 1.3) for
p = 2 :

Theorem  D

A j 2 Al)mF l r =  ©i Efrr*ACU(,-i).Z/(2)

where A(r)» is the quotient Hopf algebra A ,/(£ f »•••>??)••■; Tr+1, • • •) and 
Flr is an A{r)„-subcomodule o /lim  H*(P-n) and H *(P-n) for n >■ 0.

It is crucial to the proof of Lin’s theorem in the case of p =  2. Gu- 
nawardena ([Gun81]) proved the Lin’s theorem in a different way for p > 2. 
However we can not take the advantage of his proof directly. We will give 
a proof of this theorem for p > 2 later which is similar to the proof in 
[LDMA80].

Applying the functor

Ext/>, (Z /(p), Ext#, (Z /(p ), - ) )

to the splittings in the above theorem and letting r  and I pass to oo, we 
obtain the isomorphism in (1.1.8).

The second problem is a realization problem.
Given a left module N  over the Steenrod algebra A*, we can ask the 

following question: can we find a spectrum X  whose cohomology is isomor­
phic to N  as .4*-modules? We call this spectrum A’ the realization of N  if 
it exists. Of course the answer is not always yes; and in fact we can only 
answer this question for some special iV's. In thesis we will consider the 
realization problem of the subalgebra A(n)* of A*, which is generated by 
Qo, V 1, • • •, ,PP"-1 as an ,4*-module. A(n)* may have more than one natural 
A*-module structure, i.e. there may exist more than one extension in the 
following diagram.

A(n)* ® A{n)* -------    ^(n)*
. w

A* ® A {n)'



Davis and Mahowald [DM81] found that for -4(1)* when p — 2 there are 
4 different module structures. We also know that there are 1600 module 
structures for -4(2)* with p =  2 found by W. H. Lin. An important result in 
this direction is the existence of a self-dual -4*-module structure of -4(n)* for 
any n and p shown by S. Mitchell in [Mit85]. This self-dual module structure 
has the property

Qu+iA{n)* =  0

for all i > 0. In this thesis we will only consider module structures of A(n)* 
with this property.

We have known the existence of realizations of -4(1)* [DM81], -4(2)* 
[Ino88] for p =  2 and direct sum of finite many copies of -4(n)* (the number 
is very large) [Mit85].

One of our main results is

Theorem  E For any possible A*-module structure with Qn+iA(n)* =  0 for 
all i > 0, -4(n)* is realizable for all p, n when p > n  + 3.

Our tool is a modification of the algebraic sufficient condition of realiza­
tion of a given -4*-module, which was proved by H. Toda [Tod71] and was 
used by him to find the existence of V (l), V(2), V(3). This condition re­
quires the vanishing of Ex.t%(N, Z /{p)) for those (s, t) such that s >  2 and 
t — s are dimensions of the cells of N . Unfortunately this condition is just 
satisfied for Ext^-(-4(n)*, Z /(p)) with n < 2, p > 2 and n =  3, p > 3. There 
is an obstruction when n = 3, p = 3. It is conceivable that there are more 
obstructions for n > 4 if we use this method.

We will generalize this method by considering the quotient algebra B(n)* 
of -4* whose dual is

Z/(P)[&K > 0] ® E {rj\j < n)

for the realization problem of -4(n)*. This is the homology of the spectrum 
called P(n + 1) [JW75].
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The new condition we need to realize A(n)* is the vanishing of certain 
terms of ExtB(„)»(4(n)*, Z/(p)) similar to the old one. However this object 
is much simpler: it gets rid of all Q fs  for i > n.

Both Toda and Inoue used the May spectral sequence to calculate the 
Ext groups through certain range. However we do not need to do calcula­
tions in detail for our problem. W hat we do need is the sparseness, i.e the 
corresponding Exta,i are non-zero unless t = 0 mod q.

Toda's idea to find geometric realization of N  is, roughly speaking, build­
ing a Posnikov tower. He started from wedge of enough many copies of 
H Z /(p )  which contain the cells we need to form N . Then he killed unnec­
essary cells and preserved the cells needed for N  by aPostnikov tower. This 
procedure cannot always succeed. It fails when there is a  nontrivial Steen- 
rod operation connecting a  cell we want to kill to a cell we want to preserve. 
That cell of N  will be killed when we try to get rid of those unnecessary ones. 
Hence we need the vanishing of certain terms of Ext to assure that we can 
preserve all the cells we need. Our modification is based on this idea. The dif­
ference is that we begin from a wedge of copies of P (n  + 1 ), which reduce the 
number of unnecessary cells from input and puts less restriction on Ext simul­
taneously. Then we kill unnecessary cells by constructing P in  + 1 )-Posnikov 
tower, sparseness and vanishing of certain terms of Exts(„). (A(n)*, Z/(p)) 
will secure the proceeding of the construction of P (n  +  l)-Posnikov tower.

4 (n ), which denotes the realization of 4(n)*, is a (n +  l)-type spectrum. 
So it has a self-map called t’„+i-map by the periodicity theorem of M. Hopkins 
and J. Smith [HS], namely

/  ; E,'|w"+iU (n ) — ► 4 (n )

where /  induces the multiplication of vfl+l on B P  homology. But we do 
not have general knowledge about the lower bound of d. It is one of the 
main results in [DM81] that .4(1) has a self-map such that d =  4 for p = 2. 
Another main theorem in this thesis is

Theorem  F For p > n  + 4, there is a self-map

vn+l : S |l’n+ll4 (n ) — ► 4 (n )



which induces the multiplication of vn+1 on the Brown-Peterson homology.

We will work on the B P  analog of Lin’s Theorem in Chapter 2 and the 
realization of A(n)* in Chapter 3.

In the first section of Chapter 1, we construct the J-adic spectral sequence 
and show its convergence. Then we prove Theorems B and D in Section 2.2. 
In the last section of this chapter, we generalize Theorem B to C.

We introduce some useful knowledge in Section 3.1. In the next section, 
we prove the sufficient conditions for the realization and existence of vfl+l self­
maps for a special kind of *4*-modules. Then we verify that these conditions 
are satisfied for A(n)* in last section.



Chapter 2 

A B P  A nalog o f Lin’s Theorem

2.1 i-ad ic  spectral sequences

The 7-adic spectral sequence is the object of this section. The idea of 7-adic 
spectral sequence is simple. It has been applied to Adams-Novikov 7J2-term 
Extr (7?P*, 7?P*) by H. Miller; we can find these calculations in the end of 
chapter 4 in [Rav86]. It is called the algebraic Novikov spectral sequence 
there. The convergence problem of these spectral sequences in the case we 
are considering is nontrivial since it involves an inverse limit. On the other 
hand there is no general theorem about the J-adic spectral sequence of an 
arbitrary T-comodule, so we have to identify Ei-term as well.

Homology and inverse limits do not always commute, but we will show 
that they do in some relevant special cases.

L em m a 2.1.1 Suppose C (—n) is a chain complex which is finite in each 
dimension and : C (—n) —► C{—n +  1) is a chain map for each positive 
integer n. Then lim i7*(C(—n)) =  i7*(lim C (—n)).

Proof. It follows from the Mittag-Leffler condition (Thm 7.75 [Swi75]) that 
lim 1C (—n) = 0. This is the only thing we have to worry in order to prove 
this lemma. ■

The first step to build our spectral sequence is to give 7-adic filtrations on 
the cobar complexes C*(BP*), C*(i?P*(P_n)) and the inverse limit of the lat­
ter. We will denote them as C*(I?P„), C*(PP»(P_7,)) and lim C*(BP*(P-n))

10
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for short. PP*(P_„) , BP* and BP*(BP) are finite in each dimension, as are 
C*(BP») and C*(I?P*(P_„)). By Lemma 2.1.1 we have

lim Extr (PP»,PP*(P_.„)) =  P*(lim C *(5P .(P_B))).

The decreasingfiltrations of C*(BP*(P-n)) and lim C*(i?P*(P_„)), which 
we are interested in, are

C*(BP*(P-n)) = P°C*(PP*(P_7,)) D F l C*(BP*(P-n)) D • • •

where

{ -71. 1 /m + 7 1  \

E  e PC*(BP*) W  E  : m > - n

j=jo ) \k =0 /

and

lim C*(BP*(P-n)) = P°lim C*(PP*(P_„)) D PHim C*(£P*(P_„)) D • • • 

where
P 'lim  C*(BP*(P_n)) = lim F C *(B P *(P .n)).

They are compatible with the following decreasing filtrations of BP* and
T:

BP* = F°BP* D F lBP* = I D  F 2B P * =  I 2 • • •,

r = p°r d pxr d •••
where

/  = ( p - V 0, U,, ir2,

= { £ > :*  e A *y € r}.
The associated graded objects are

Po-PP* =  Z/(p)[u0, «i, • • •, t/B, • • •] =  P[u],
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EqT =  Z/(p)[v][ii, i21 • • •, in, • • •] = ■/’MMj 

ESBP.(P-n) =  { f l  6 P [ f ] } / (£  : k -  > -n )
i= —7J p 1 “

= P [ < # , )_ „ /( - ) ,

£SC *(B i\(P_„)) =  C*P m (P[v},E*0BP*(r_n)),

£ 0Tim C*(PP*(P_„)) =  lim £ 0*C*(PP*(P_7,.)).

P[v](6*)_„/(~) is a comodule over Hopf-algebroid (P[u], P [t’][i]). Let us 
state their structures. They can be easily deduced from the structure of Hopf 
algebroid (PP*,r) and (1.1.5), (1.1.6) and (1.1.7):

T]L ( V i )  =  v{,

Vr {vi) = 21 vj ^ - j  with *o =  i,
3=0

A(ti) = 2 2 t f J 
3=0

ip(bk) = 1 ® bk + 21 ® bk-i- (2 .1.2)
l<i<k+7i

where the elements w^s can be determined as follows: for k = —m < 0

(2K tj <8> x ^ -1))2̂  = Wi ® x~* +  others (2.1.3)

and for k =  m  > 0

(2!{tj ® a ^ -1))' ^  = Wi ® x~? +  others. (2.1.4)



We should be careful that (2.1.2), (2.1.3), (2.1.4) are over the field Z/(p) but
(1.1.5), (1.1.6), (1.1.7) are over the p-local integers Z(py

We will draw a diagram to outline the proof in the rest of this section.

E xtP,(Z /(p ) !E xtE,(Z /(p ) ! Z ~ l Z / ( p X ^ l im  E x tp .(Z /(p ),E x t£.(Z /(p ), F .(-w )

(v ii i) (« )

Extp[t](Z /(p), £  *P[?;]) (v i i ) lim Extp[£](Z /(p), P[v\(i>*)_7,,/(~))

(v) (v i)

Ext^[v][t](/*[«], S ~ 1 P[v\) ----- ^ — - lim Extj>W[t](P[t/],P[u](&,)_„/(~))

00 ( ii i)

Extr (BP.,27-i BP.) 0) —- lim Extr (BP*,PP*(P_vt))

(2.1.5)
(ii) and (iii) are p-adic spectral sequences shown in Theorem 2.1.7. The 
homomorphism (i) is induced by

51- 1 — * P_„.

The homomorphism (iv) is induced by

P[v] — ► P[v](6.)_ n/(~ )  (2.1.6)

which sends 1 to bo. (v) is a change-of-rings isomorphism which is shown in 
Theorem 2.1.8. (vi) is also a change-of-rings isomorphism shown in Lemma
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(2.1.11). The homomorphism (vii) is also induced by (2.1.6). (viii) is proved 
in Theorem 2.1.8 and (a  ) is proved in Lemma 2.1.9 and 2.1.11. From the 
proof, it is not hard to see the homomorphism is also induced by (2 .1.6).

T h eo rem  2.1.7 There are natural spectral sequences converging to

Extr (BP*, PP .)

and
lim Extr (BP*, BP*(P_n)) 

such that the E\ terms are

E r ' 1 = ^ ' ; ^ { p \ v i r [ v \ )

and

E r J = lim E x tJ f tf ttP M ,/>[»](&.)-,./(-))

where the first degree is the homological degree, the second one comes from  
the filtration and

^  .  £*,711,1  y £ U + l , 7n+r,l

Proof. This theorem is a consequence of [Rav86] Al.3.9. But we have to 
check that

r i  p !p p * = o
i>0

and

f |  P 'lim  C*(PP»(P_„)) =  0. 
i> o

The first identity is trivial and the second one follows from

f |  P 'C*(PP*(P_7I.)) =  lim F iC*(BP»(P-nj) = 0 
;>o
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and the fact that inverse limits commute. ■

We denote the cohomology of P_n by F*(—n) and the homology of P_„, 
which is the dual of F*(—n), by F*(—n). Meanwhile we denote linLF*( —n) 
by F* and lim F*(—n) by F*.

We have a theorem about the relationship between the E \-terms in The­
orem 2.1.7 and F*(—n).

T h eo rem  2.1.8 There are isomorphisms

i > l )  -  E x t« (Z /(P),E x t£ (Z /(y ), Z / « ) )

and,

lim Ext5;p]’fi](JP[v],r»[w](6*)_„/(~)) =  lim E x t^ (Z /(p ),E x tT£ (Z /(p ) ,F * (-n ) ) )  

where P» and E* were defined in Lemma 1.1.10.

The first isomorphism is Theorem 4.4.4 in [Rav86]. We have an object as 
intermediate between

lim ExtPH[i](P[w], P[u](6.)_ n/(~ ))

and
lim E xtp,(Z /(p),E xtp .(Z /(p), F»(-n))).

It is
lim Ext7».(Z/(p),P[t>](6,)_ n/(~ )).

We will prove each of the first two isomorphic to the third. Before going to 
the proof of this theorem, we have to prove two lemmas.

Lem m a 2.1.9

E xtp .(Z /(p)lExta (Z /(p ) ,F .(—n))) =  Extp,(Z /(p), P[u](d*)_.„/(~)) 

where

P[it](d,)_„/(~) -  jX] e • • •] j  / ( y .  u id ,i-i ) •
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The coaction 0/ jP[«](d*)_„/(~) as a (Z /(p ),P »)-comodule is determined by 

for any d* G F* which is the dual of d{.

R em ark s  2.1.10 The dual o f P* is generated by V , V p, •••. The coaction 
over P* follows from the action of P  on the dual of the given comodule.

Proof. Considering the Adams spectral sequence for 7r*(P_„ A B P ), we will 
have the following result after the change of rings isomorphism

E2 = Ext.4„(Z/(p), P *(-n ) <g> H*(BP))

= Exti?„(Z/(p ) ,F * (-n ))

It collapses for degree reasons: all elements in Ext have even topological 
degree. On the other hand we know PP*(P_„) and its associated graded 
object with respect to classic Adams spectral sequence, which is just

P[u](d.)_n/(~ ) . ■

L em m a 2.1.11 The following is an isomorphism

Ext/»M[4](P[t>]!P[u](6,)_„/(~)) =  Extp(t] (Z /(p), P[u] (&*)-„/(~))

Proof. We can make (Z /(p), P[i]) a quotient Hopf-algebroid of (P[v], P[u][i]) 
by setting

f i  ■ F[v] — ► ZUp) with fi(vi) =  0 

h  ■ — > P  with f 2{vi) =  0, f 2{ti) = ti

so that

P[uJ[i] ®p [v] Z/(p) =  P[i]



By the change-of-rings isomorphism, we can obtain 

Ex =  ExtpW[t](P[?;],P[v](6»)_rt/(~ ))

=  ExtP[i](Z/(p), (P[v][f] Z/(p))Dp[i]P[v](6,>_7t/(~ ))

=  ExtPW(Z/(p ),P [v](h )_n/(~ )) . ■

Proof of Theorem 2.1.8. It is elementary to verify that (Z /(p),P [ij) is 
isomorphic to (Z/(p),P*) as Hopf-algebroids. According to Lemma 2.1.9 
and 2.1.11 what we have to do now is to find the isomorphism between 
P[u\(d*)-n/(  ) and P[t’](&*)_„/(~) as comodules.

From [Rav86] 4.3.1 we know there is a  formula in T relating tjr and rji".

E t i V d v j f  = E ■

i , j >  0 i , j > 0

A new formula in P[v][i] is obtained by reducing modulo I:

= E v $ -

j >  0 ! ,J > 0

Applying the conjugation and separating it by degree, we get

v m =  E V R ( v i ) t f .

i + j —in

The coaction of vm is

'V'fyVn) — U7n <S> 1

' n u i y i ) t j  ® i

=  t j  ®  V i-

It won’t change when we pass it to P[t] ® P[n](&*)_7,./(~).
At last we have to show that the coactions of bn and dn coincide. Reducing 

(2.1.3) (2.1.4) modulo the ideal (£2, • • •); we can find the coefficient of t \  <gi 
is (l(pm^)- This fact is the same as the result of Theorem 2.1.9. ■



2.2 P roof o f Theorem  B

We will give the proof of Theorem B in this section. Our proof parallels that 
from [LDMA80]. The difference is tha t the proof in [LDMA80] only works 
for p — 2 but ours works for p >  2. It will be a long story. We will divide it 
into several lemmas. We write

F* =  Z / (p))

= Z/(p){hi, h'{: i € Z, h,- =  xy^p~^~ l and h\ =

and

F* = lim H*(P-n) Z/(p))

=  Z /(p){di, d 'fi € Z, di =  h*i and d\ =  (hj-)*}.

L em m a 2.2.1 As an A{r)* -module, F* is generated by hj with j  = 0 mod
pT.

Proof. If j  = 0 mod pT and 0 < i < pr, k =  0,1, then

aVJ k ~  0
Qo'P'hj =

aijhi+j k — 1

where

Let Fj*r be the A(r)*-submodule of F* generated by the hj and hj with 
j  < I. By Lemma 2.2.1 it is sufficient to consider those Ffr's with I = 0 mod
pT.
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L em m a 2.2.2 There is an isomorphism of A*-modules

A* (F*/F?pr<r) -  0 ^ (r_i). Z /ip)).
j>t

R em ark  2.2.3 The above lemma is actually Theorem D in cohomology form. 

R em ark  2.2.4 We prove later in Lemma 2.2.14 that this splitting can be

we like to prove the splitting first and separately from naturality in order to 
give readers a clearer idea.

We need four more lemmas to complete the proof of Lemma 2.2.2. We 
will state them and give proofs before proving Lemma 2.2.2.

The A(r)*-modules F*/F* for different values of I become isomorphic 
after we regrade them; so it is sufficient to consider one value of I, say I — 0. 
And as we only have to consider one value of r at one time, there is no need 
to display r either, so for brevity let us write

defined using explicit generators. Since it involves complicated calculations.

L em m a 2.2.5 In F  we have V v'h§ e  Fi if  i < r — 1.

Proof. It is sufficient to display the following identities

V?'hQ.

L em m a 2.2.6 We have the following short exact sequence of A(r)* -modules:

0 — ► S - !(A(r)* Z f{p)) —  F /F i — + F /F 2 —  0.
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Proof. It is clear that we have a short exact sequence

0 — » F2/F 1 — + F/Fi  — > F /F 2 — > 0.

Meanwhile Lemma 2.2.5 shows that we can define a map 

a  : 0 ,« r_ 1). Z f(p)) —  F2fF ,

by sending a ® l to aho. This map is onto by Lemma 2.2.1. To show it is 
an isomorphism, it is sufficient to show that both sides have rank 2pr over 
Z /(p). This is known for S _1(M(r)* ®^(r-i). Z/(p)), and we have to prove it 
for F2/F {.

Consider

j  : F2 — ► Y f'F y

which sends hn to hn- vr and h'n to h'n_pr. It is an M(r)*-module isomorphism, 
so we have a monomorphism

Fi ^  F2 M  SPr®Fi.

The rank of Coker (j o i) is the same as F2/F i . It is clear that the element 
hn or (h'n) is not in the image j  o i if and only if hn+pr (or h'nJr T) is not in 
F\. So the rank of Coker(j o i) as Z /(p) vector space equals to 2pr. ■

Lem ma 2.2.7 We have the following short exact sequence of A*-modules:

0 — > E - V  Z /(p)) A* F /F i — ♦ A* F /F 2 — > 0.

Proof. This follows by applying the functor A* ®^(r)- — to the short exact
sequence in Lemma 2.2.6, which preserves exactness since A* is free as a
right module over A(r)*. ■

We now introduce a quotient of A », namely

S . =  • • • , # ,& + !, • • • , T r + 1 , • • •)•



It is easy to verify tha t B„ is a left-comodule with respect to .A(r)* and a 
right comodule with respect to A (r  — 1)*. Let B* denote the dual of I?*; it is 
a sub-vector-space of >4*, a left module over A{r)* and a right module over

which sends 6 0 1  to bhyy.

Proof. The prescription /3(b 0  1) =  bho gives a well-defined map from 
£  ~ \B *  0„4(r—i)* Z/(p)) by Lemma 2.2.5; and it is a ,4(r)*-map. It is onto 
because for QjqV 1 6 B*(i > Q,j =  1,2),

and hi, /i' span F/Fy. In order to prove that ,3 is an isomorphism, it is 
sufficient to note that £ _1(£?* 0 ^ (r_i). Z /(p)) and F/Fy have the same

as a right-module over A (r  — 1)* we can find that the Poincare series for 
B* ®^(r-i)* Z/(p) is

1 +  t2pT~l r 1 -  
1 _  fip'-Hr-i) n i  _  i2P’-i(p '-i) '

On the other hand, using Lemma 2.2.6 we can filter F/Fy so as to obtain 
a subquotient *4(r)* 0,4(r-i)* Z /(p) eveiy 2pr(p — 1) dimension, then we can 
find the Poincare series for F/Fy is the same as above.

This fact proves Lemma 2.2.8. ■

A{r -  1)*.

L em m a 2.2.8 There is an isomorphism of A(r)*-modules

!3 : S ~lB* 0.4(r-1)* Z/(p) F/Fy

Poincare series. In fact, since we know the structure of B  and B  is free

Proof of Lemma 2.2.2. Consider the following diagram.
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S " 1 ^  « U ( r - D *  Z / ( p ) )  --------------------“ -----------------   ® * r - D *  F / F i

“ 1®0

S _1( ^  ®^(r-D- Z/(p)) — -  S"1̂ *  ® * r). B* 0 ^ . ! ) .  Z/(p))
(2.2.9)

Here a  and ,9 are as in Lemma 2.2.7 and Lemma 2.2.8, while n is given by 
the product map for A, that is, ji{a®b) =  ab. We claim that

{n ® 1)(1 0  /?)-1(a) =  id.

It can be easily verified by the fact that

(1 ® 0){a®  1® ho) =  a® ho

and 1 0  0 is an isomorphism.
Thus the short exact sequence in Lemma 2.2.7 splits and gives

A* ® ^ r) F/Fi = S 'V *  «U(r—u* z/(p )) © (-4* ®Ar). F/F 2). (2.2.10)

But the same conclusion applies to F /F 2 , so that

A* F /F i

is isomorphic to

S ~ V *  ®Ar-D- Z/(p)) © ®^(r-i)* ZUp)) © (A* ®_4(r). f ’/ f ’a).

Continuing by induction, we obtain Lemma 2.2.2. ■

Our next target is to prove that the splitting above is natural. Consider 
the following diagrams.
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AT ®^(r)* 1 * / ^   g—  © ^ E ^ V *  Z/(p))

0 (2 .2 .11)

^  ® * r). F*/F*npryT ®A(' - ir  Z l(p))

Here the left-hand vertical arrow is the obvious quotient map, which ex­
ists when I < m. The map 6 has the obvious components, namely the 
zero map of '5ypTq~1(A* <8U(r-i)* Z/(p)) if j  <  m, and the identity map of 
S ®A(r- i r  Z /(p)) if j  > m.

A* ®Aur  F*/ F,. */pr+A ,r

(2 .2 .12)

A ’ ® * I+1). r / F ^ w  — S—  ® *0- Z /W )

Here the left-hand vertical arrow is the obvious quotient map. The map -ib 
has the obvious components: if

j  = kp

we take the obvious quotient map

®A(r_iy. z/(p)) — ®A(tY Z/(p)),

and if j  ^  kp then we take the zero map of j y pTq~i'{A* 0 ^ (r- i  )* z /& )).
The horizontal maps in the above diagrams can be constructed after we 

find the explict generators for splittings in Lemma 2.2.14.



Lem ma 2.2.13 The isomorphism in Lemma 2.2.2 can be chosen so that the 
diagram (2.2.11) and (2.2.12) commute, and fo r i  < 0 the composite

®Ar_D. ZUp)) —  A* « u (r). F * / F ^ r ^  A * ®„(r). S ^ Z /(p)

is the obvious quotient map.

We first introduce the element

Vi =  E  x (P ') ® % 6  -4* F -/F ;r
i+j—h

Here x  is the canonical anti-automorphism of .4*; and the sum is finite since 
we only have to consider the range i >  0, j  > lpr. Then we have the following 
more precise form of Lemma 2.2.2.

Lemma 2.2.14 The A*-module A* <gU(r)» F*/F(pT>r is a direct sum of cyclic 
summands ®.4(r-i)* Z/{p)) overk such tha tk  > I with generators

UkpT-

Rem ark 2.2.15 We can define homomorphism

A* ®_4(r). F*/F^r — ®fc>,Ê -\A* z/(p))
by sending a to (Bk>iak for any

a = ^ k>,akyk G A* ®A(rr  F*/F;prir

Proof. Consider the explicit splitting used in proving Lemma 2.2.2. It 
displays F /F ^r as the direct sum of the cyclic submodule S -14*
Z/(p) on the generator ho = yo and the complementary summand, namely 
the kernel of the splitting map

(/Lt®l)(l®/?)-1.

We claim that this kernel contains the remaining elements yk?r , i.e. those 
with k > 0. In fact we have
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0(7>'®1) =  hi

so we have calculation

( v m ) ( i® i3 ) -1(Z i+j=kPrx('P i)®hj )

= 0

if k > 0. This means tha t in the splitting (2.2.10) the first direct summand is 
generated by yo and all y y  with k >  0 are in the second summand. Suppose 
we have proved that in the following splitting

A* ®A 'y F /F 0,t =  ®o<i<^ipTq- \A *  ®au)-Z /(p ) ) ® A *  V w F / F ^ , ,

the first k summands are generated by y,y with 0 < i < k and all yjpr are in 
the last summand if j  > k. Let us consider following composite

X  ®̂ ,). F - / n r  —> X  ®A,). F~/F'V tir -5U 8 *,,.

which send y y  to yo. This is equivalent to saying y y  is the generator of 
next copy of A* <8U(r-i)* Z/(p). We have finished the induction. ■

It is now clear that diagram (2.2.11) commutes since we constructed the 
splitting by induction. Furthermore the composite

®.4(r—i)* z/(p)) — A* ®A(t). F */F*t ^  A* ®Mc). S-AZ/(p)

carries the generators l,v ia  yo, to 1. To complete to proof of Lemma 2.2.13, 
we have to show the commutativity of diagram (2.2.12). Wre need one more 
lemma.

L em m a 2.2.16 The element y& € A* F*/F*pr T is zero unless k =  0
mod pr. It is equal to the sum
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E  X {V ')® h j
i + j = k

where i and j  are restricted to

i , j  =  0 mod (pT).

Proof of Lemma 2.2.13. It follows from Lemma 2.2.16. fl

In. order to prove Lemma 2.2.16 , we have to use some identities in A* 
and F*.

L em m a 2.2.17 There exist a finite number of elements 0,7 =  a^(k) G A(r)* 
of degree (ipr +  lpr~l )q for i < 0 , such that

(0 'P(kpr+,pr~l) =  Z i+j=k ai,iPi>r,

(**') x ( a i , j ) h k p r + ( p - j ) p r ~ L =  0 )
i + k = m , 0 < j < p

(Hi) x (aid)hkpT+lpr~l =
( i+ fc )p + y + (= m p + 7 i,0 < y ,/  < p

Proof. B* is a free as left module over -4(r)* and we can take V ?r as an 
.A(r)*-basis. Therefore, we have for each k a unique formula

pkpr+tpr-L = J2  au (k)VjpT
i + j —k

with coefficients 0,7(&) G A(r)*. Since -4(r)* is a finite algebra and 0,7(A;) 
is of degree (ipT + lpT~v)q, the sum can be taken over a finite number of i 
which does not depend on k. In the dual, the multiplication by gives 
a homomorphism of .4(7-)*—comodule. The .4(r)*-module homomorphism 
induced by the multiplication of will send P kvr+lvr 1 to 'p(k-i)pr+ipr 1 an(j 

o-i,i(k)V^pT to aij(k)V ^~ i)pr because 0,7(A:) is in A(r)*. We can deduce that 
aij(k) is independent to k , i.e. (i).



Before giving the proof of the left two formulas, we need to build some 
techniques. For any a G A*, h =  hj or /q, ah is a scalar multiple of certain 
hj or h!j. We will denote the scalar as c{ah). Now we can define

(a, h) =  c(ah)

where a € A* , h =  hi or h\ and c(ah) is the coefficient of ah. We claim that 
we have the following duality relation for (,):

(a,hi) =  (x(®)? h'-i-m)- 

where |a| =  mq. We will prove this in two steps. First we note that

(ab,h{) =  c(abh{)

= c(ac(bhi)hi+m>)

= c(bhi)c(ahi+mi)

= (b, hi)(a, hi+mi)

where we suppose that |6| =  mq. This identity implies that we only need 
to prove the the duality formula for the generators V pT. We start from the 
following formula about the anti-automorphism

£ vax(vf) = o.
9 + f = P r

Apply both sides to hi and assume the duality formula for f  < pT then
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we have

- x ( P ?> i =  ^ ■ P ’xCP, )hi

= Z , >ri'P’ (x('P, !.h,)h,+J 

=  S s>o ((i+/Xr 11)- ‘) W

=  E„>o ((i+/)(f  1>-1) ( - (i+« (' - 1>) /!j+P-

= s^ o t-iy  C ^ 11-1) w

=  c v 1) * * '-

On the other hand we have another formula

=  (_iy>r ^(,+pr)(p-1)+pr- 1̂

= -CV-1)-
These two imply

M n M  =  ( v ’r m . ^ ) .

There is another property for this bioperation:

(n, hprj^ ĵ — hi}

(a,h'pr+i) = (a, h\)

where a G A(r)*. We can begin to prove the part (ii) and (in).
The formula (ii) is equivalent to the following formula
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5 3  I 5 3  x { a i j ) h k p r+ ( p - j ) p r- 1 J
o  <j<P  \ : ' + f c = 7 r t  /

=  5 3  X 7 n , p , j h ( m + l ) p r

0  < j< p  

=  0 .

(iii) is equivalent to

S o< j< 7!.( 5 3  X { a i , j ) h ,kpr + ( n - j } p T- 1)  +  5 3  ( 5 3  X { a i j ) h k p T+ (p+ n—j ) p T- 1)
i + k = m  n < j< p  i + f c = 7 n — 1

— 5  ' 3 ' m, n , jh mp T+ n p r- 1 "1* ^  ' x m —l,p+n, jh 'mpr + n p r- i
0 < j < n  n < j < p

=  0.

We can calculate these x ’s explicitly by the technique we prepared before. 
By the duality formula we have the following identity

x m,7iyj =  5 3  ( x i a i j  )? h’kpT+(?i—j)pr- 1)
i-f-A;=7ri

=  5 3  (a ! j !  h - k p T- n p r~ v )
i+k~m

^  > { ^ h j  J ^ — 7 )  *

i+fc=7fl

The last identity comes from the periodicity property of operation {,). From 
the other direction we can consider the formula defining the a t J-: applying it 
to the cohomology class h! (n_iUpv_u r_ r_, where v >■ 0. Then the left side

p —1 P

is
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_  / _ ( B_ l ) (p. _ 1)pP _npr - l ) (p_ 1)\
V m p r + j p r~ l J

— ( — 1 y n + j  f( .n-l)(j>v- l ) p r + n p T- l ) ( p - l ) + m p r+ j p T- 1 - l \
V V m p r + j p r - l  J

The right side can be simplified to

E• i L P“1 & &i+A;=7u ¥

,+" mY A:pr /  1,7 ’ A.-pr- (-n- ‘p̂ f" i-lpr-Kpr-i)

- V f - lY ^  f (*2=^ T = V  + - X) + ̂  ~  lNi ( a . . h > )-  . E J  !) ^ kpr ] { ^ A p r - ^ ^ ±pr-npr- ‘)

~  %̂ 7}  } V k ) {  0 J { hJ ’ V - 1l»=.» lf=^ pr-npr- i )

=  E  ( ( - i r ^ K p r -
i+fcssm p

Let us denote the above constant by x*n<nj .  It is easy to verify that

(amj , h _ n p r - 1 ) — X m , n J  d* x m - l , n , j

which is 0. This finishes the proof of (ii) and (iii). ■

Proof o f Lemma 2.2.16. We proceed by induction over r. The result is 
obviously true for r =  —1 if we deal with A ( — 1)* as Z/(p). So we can 
assume this lemma is true for r — 1. Then is zero in 4̂* F*/Fj*r
unless k = 0 mod pr. If k = m pr then the inductive hypothesis gives
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y„f= E x(P‘"r) ® v  + E xt^'OsV+IP-V-
j+ j= 7 «  ;+ y = 7 r t - l ,0 < /< p

We can rewrite the second sum using Lemma 2.2.17 (i) and obtain 

J 2 i + j = m - i f i < i < p X ( ' P ' p  + l p  )  ®  ^ ip r + ( p - / ) P r- 1 

=  Sc+/t+y=7rt—i,o< /<p  Xi.'F p ) x ( a u,i)  ®  fyp r+ (p -0 p r- 1

=  S t+ /i+ j= 7 a - l ,0 < /< p /\( '^ :) P ®  x ( a h , l )hjpr+ (p - l )p r- i ■

But this gives zero by Lemma 2.2.17 (ii) .
If =  mpr +  /pr_1 then the inductive hypothesis gives

ympr+ip’- 1 = E  x ( ^ y + 'I?r_1) ® V + ^ - ‘
i p + j p + h  + h = r n p + l

where 0 <  Zi, I2 <p. We can rewrite the second sum using Lemma 2.2.17 (i) 
and obtain

2/77ipr + ( p r_1 X / ip + J p + /1 +  /o=77ip+/ X ( T ^  P lP )  ®  hjpr_̂ _l2pr-l

5^cp+/ip+yp+(I+/2=77ip+( Xi'P p )x{^-h,ii ) ® hjpr+i2PT~l 

Scp+/ip+jp+(i+(2=7ftp+/ X i ' P  P )  ®  X { a h ,h  )h ' jp r + h p T~ L ■

So we see that y*. =  0 in this case from Lemma 2.2.17 (iii) . ■

Lemma 2.2.2 is stated in cohomology for convenience in its proof. We 
can rewrite it in homology as

Aj2A(r)m(Fir) = 0 S ,'?r,"1(ADJ4(r-i).Z /(p)).
j

Here j  runs over all j  =  0 mod pT, j  > I and Flr is the dual of F*/F*r , i.e. a 
bounded below subcomodule of F* over .A(r)». We claim that we can deduce 
the following theorem from above.
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T h eo rem  2.2.18 There is an isomorphism between 

lim E M ,.(Z /(p ), E x t£.(Z /(p ),

and
ExtP.( Z / ( p l  EM& (Z /(y), 2 - ‘Z /(p ))).

induced by
S - lZ /(p) — > H*{P-n)

which sends 1 to bo- 

Proof.

limExtp^(Z/(p), E x t^ (Z / (p), H*(P-n)))
n

= M m E x t ^ ( Z / ( p ) lExt^(r).(Z/(p),£r*(P_w))) (1)
n r

=  hm lim Ext^r), (Z /(p), E x t^ r). (Z /(p), H ,(P .n))) (2)
r n

=  limEXt ^ r).(Z /(p ),E x t^ w .(Z /(P),ff,(7>_„))) (3)
r

=  l im E x t^ ( Z /( p ) ,E x t^ , . ).(Z /(p )!^ ) )  (4)
r

“  lim E .xt^(Z /(p)!E x t^ (Z /(p )!A D ^ » . ^ ) )  (5)
r

=  lim SygzExtp^Z/(p), E x t^  (Z /(p), E * r*-1A j2 Au-i).Z /{p )))
r

S  limffijeZE x t ^ _ , ),(Z /(p ) ,E x t^ ,._ ,l.(Z /(p ),i7J> ''» -'Z /(P )))
r

-  E xtp^’u(Z /(p), Ext£?-(Z/(p), E ~ 17i!(p))). (6)

For a fixed n, H*(P-n) is bounded below and P(r)» and £(r)»  are isomorphic 
to P* and £* up to some degree increasing to infinite with r. (1) follows 
naturally. (2) comes from the commutativity of the inverse limits. Both 
(3) and (4) come from the degree reason since we can choose nr and — I big



enough with respect to r for fixed (s ,u , t ). With the help of the well known 
change of rings theorem, we have the following isomorphisms

E x t ^ ( Z / ( p ) ,  E xt^{r).(Z /(p ), f t ( P _ B)))

s  E xt£(z/(p ),p*nP(r).Ext^r).(z /(p ) ,fr.(P-n)))

“  E x t^ (Z /(p ),P * n P(r).C o to 4 (r)s( Z /(p ) ,a (P _ B)))

S  ExtJ>“(Z /(p), P*Dp(rJ.Cotor^(r), ( Z / ( p p B(.,). ^ ( r ) „  ff,(P_B)))

=  E x t^ (Z /(p ) , P,DP(r).C o to 4 r).(P ( r ) „  P,(P_.„)))

“  Extp“(Z /(p), Cotor^(r)>(P*Dp(r),P ( r )*, ff.(P_B))) (7)

“  E x t^ (Z /(p ) , C o to r^ (P „A D ^ (r).f t(P -« )))

“  E x t^ (Z /(p ) , C o to r^ (Z /(p ), ACU(r),P*(P_tt)))

S  Extp“(Z /(p ),E x t^ (Z /(p ), A D ^(r).a (P -n )))  

where (7) comes from the fact that the P(r)*-comodule structure of

C o to p (r)> (P(r)*, P*(P_n))

inherits from the P(r)*-comodule structure of P(r)*. (5) is proved. It is 
easy to obtain (6) after we can get the following commutative diagram from
(2 .2 .12).

E x t ,( i* ) )  - 2 —  ® i x t ( i X « - ' Z / ( p ) )

I p .

Extr+,( F h < ) )  - S -  ® i E x t.(i7* '+ ,> -'Z /(p ))

Here Ext.,.( —) means Ext/>(.,.).(Ext£(,•)„( — )). The details of maps are exactly 
as in Lemma 2.2.13 . Moreover the composite
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Ext/>„(Ext£.„(27 lTL/(p))) — ► Extp.(Ext£?.(F*))

— ► Ext/>(.,.). (ExtB(.,).(Fir ))

—  0 E x tP(r_i).(Ext£;(r_o .( i7 ^ ^ i Z/(P))) 
i

— ► E x t^ - i j^ E x t^ i ) ^ ! ? - ^ / ^ ) ) )

is the obvious projection map. E

Proof o f Theorem B. By diagram (2.1.5), we can see that Theorem 2.2.18 
implys Theorem B. fl



2.3 G eneralization o f Theorem  B

Our task in this section is to prove Theorem C. Before that we need a lemma 
on which our generalization depends heavily.

L em m a 2.3.1 I f

0 — > My - U  M i M 3 — >■ 0

is a short exact sequence of finitely presented (BP*, T)-comodules and M 3 =  
£ “BP*/Ik, then the system of short exact sequence

0 — ► Im ( l  0  f )  — >• PP*(P_„) 0  M2 — ► BP*(P-n) 0  M 3 — ► 0

gives rise to a long exact sequence

■ ■ • — ► lhn Extp(BP*(P-n) ® M j) — >■ lim Extp(BP*(P_.„) 0  Ms )

— ► lim Extf.(PP*(P_.„) 0  Ms) — »•

Proof. By the Key lemma in [Lan82] we can deduce that 

Ker{PP*(P_„) 0  Mi Im (l 0  /)}

=  Im{Tor(PP»(P -n), Mz) —  ̂PP*(P_„) ® M J .

is finitely presented if we can show that Tor(PP*(P_7t), M 3) is finitely pre­
sented and BP*(P-n) 0  Mi has finite homological dimension. The first is 
actually Lemma 5.1.4 in [Sad] and the second comes from the fact tha t Mi is 
finitely presented. Since Ker is independent of n except for degree, the fact 
that it is finitely generated implies that

lim Ker =  0.

Thus the systems of {PP*(P_„) 0  M j  and {Im(l 0  /)}  are pro-isomorphic, 
so

lim Extbp_bp(BP*(P—n) 0  M i ) =  lim Ext(Im (l 0  f)).

This completes the proof. ■



Corollary 2.3.2 There is an isomorphism

E x t E - ' iB P J I k ) )  =  lira Ext f (B P * ,B P * (P -n) / Ik)).

Proof. We can apply Lemma 2.3.1 to the following series

0 — ► B P ./I i  — ► B P ./ I i  — ► B P . / I i+1 —+ 0

for i =  1, • • •, k — 1. The isomorphism is proved by induction with the help 
of five-lemma. ■

Proof of Theorem C: It is actually another corollary of Lemma 2.3.1. For any 
finite complex X ,  we have a series of short exact sequences of (B P *, BP*BP)~ 
comodules

0 — + L i— > Li+1 — ► S — ► 0

for i = 0, • • • , m  with Lq = Eao BP* / 1j0 and Lm =  BP*(X) by the Landweber 
filtration theorem in [Lan76]. We can apply Lemma 2.3.1 to the short exact 
sequences above to obtain that

Extr {S ~ 1 BP*(X)) — ► lim Extr (£P,(P_.„) ® BP*(X))

is an isomorphism. On the other hand by Corollary 5.1.7 in [Sad] we have

lim  E x tBp .B p (5 P ,(P _ „ ) ® BP*{X)) =  lim  E x tBp.BP{BP*{P-n A X)).

This completes the proof. ■



Chapter 3 

The R ealization o f A(n)*

3.1 N otations and Prelim inaries

It is easy to see from the coproduct formulas in Lemma 1.1.9 that P» = 
P ( t 0, • • •) is a quotient-Hopf-algebra of A * and P* =  P ( f i , • • •) is a sub-Hopf- 
algebra of A*. We denote E (tq, , • • •, r„) as P(n)*. It is a sub-Hopf-algebra 
of E *. We will denote P(n)* as P* <S> P(n)*. It is a sub-Hopf-algebra of 
A .  The quotient-Hopf-algebra P ( r7,.+i, • • •) =  Q(n)*, of A  appears in the 
following Hopf-algebra extension

P(n)» — ► P* ® P* = A  — ► <5(n)».

We will use P*, P*, P(n)*, B(n)* and <Q(n)* to denote the dual of P*, 
P*, P(n)*, P(n)» and Q(n)» respectively. Out of them, P* and B{n)* are 
quotient-Hopf-algebras of A* and P* and Q(n)* are sub-Hopf-algebras of A .  
P(n)* is a quotient-Hopf-algebra of E*. As usual we denote the dual of r{ as 
Qi. So we have

P* = P ( Q 0,Q i,---),

P(n)*=P(Q0, •••,<?»), 

g(n)* = P(QB+1,..-).
Now we like to introduce some basic knowledge of PP-theory.

T h eo rem  3.1.1 [BP66] , [Qui69] For each prime p there is an associative 
commutative ring spectrum B P  such that
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(i) BP* =  tt*(BP) =  Z(p)[vi, • • •] with Vi G )(BP).

(ii) B *(B P ,Z /(p)) =  Z/(p)[ii, • • •] =  P* as comodule of A*.

(iii) (BP*,BP*(BP) =  PP*[ti, • • •]) is a Hopf-algebroid(See [Rav86] Ap­
pendix Al).

(iv) The map

as Hopf-algebroids. Here [T] =  1 G H°(BP). (T  A I b p )* is a projection 
from BP* to Z/(p) and identity on t , !s. {IhZ/(p) A T)* sends U to c(£).

L em m a 3.1.2 [Qui69] Let P  =  {te : B  =  (ei, • • •)}• Then B P*B P =  
BP*®R. rE is a lifting in the following diagram.

Here c( ) is the conjugacy in Steenrod algebra and V E is the reduced power 
correspondent to E.

A* is the ordinary Z/(p)-cohomology of spectrum H Z/(p). H Z/(p)  plays 
an important role in Toda’s construction in [Tod71]. For our consideration

[JW75]. We will list some properties about P (n  +  1) for convenience.

B P  A B P
t a w

+ H Z/(p) A B P H7, / ( p ) AHZ/ ( p )

induces a homomorphism

BP* (B P) —-  B*(BP) — ♦ A*

B P S |rB|B P

T T

H Z / ( p )  x\ r*) \H z j { p )

of B(n)*-modules, we have a similar spectrum called P (n  +  1). It has coho 
mology

H*(P(n + 1)) S  B(n)*
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Theorem  3.1.3 ([JW75] 2.9, 2.12, 2.14, 2.15 , [Wur77] 2.13) For each prime 
p and integer n > 0, there is a BP-module spectrum P(n)  with the following 
properties.

(i) P{n) is a ring spectrum. For p > 2, the multiplication is unique and 
commutative;

(ii) It is defined inductively by the following fibre sequences

E k lp (j)  P(i) — > P(i + 1)

for i > 0. Here vq denotes p and u,- is defined by

S N P(i) S'1”'1 A P(i) P,Alf,(° > P{i) A P(i) -----  ► P(i).

The homotopy group of P(n)  is 7r*(P(n)) =  BP*/In.

(iii) We can associate each B P  operation te to a P(n) operation ‘̂ ( r ^ ) .  
Inparticularly, when n = oo we recover c(V E). We have the following 
homotopy commutative diagram.

B P  ---- —— - Y l ^ B P

P{n) J h t e U  E l^ lj’ (n)

H Z/(p) ^ H Z / ( p )

Furthermore when 2p — 2 > n, the choice of <bn(rE) is unique.

(iv)
<I>„ : B P * /In®R  ® E[Q0, Qi, • • •, Qn- 1] — + P{n)*P{n)

is an isomorphism of left BP*//„-modules. Furthermore when 2p — 
2 >  n, P (n)%9(P(n)) =  <I>n((P(n)*<8ii?),¥. <1>n((P(n)*®R)) inherits its 
BP*(BP)  comodule structure from BP *BP  via the projection

BP*®R  — ► P{n)*®R.
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(v )
P(n)*(P(n)) = BP*/In[tu - ■ •] ® E(a0, ■ • •, a„_i)

Here a,- is the dual of Q,-. The coproduct of t,- inherits from coproduct 
in BP *(BP ) and

A ( a a )  =  S i +J-= s a ;  ®  f ? '  +  1  <8> a , .

(vi) The Thom map
T  : P(n)  — ► HZ/(p) 

induces a homomorphism

H*(HZ/(p)) = A* — >■ f?*(P(n)) =  5 (n  -  1)*.

This homomorphism is the projection onto B(n — 1)* and sends c(V')
to P l.

The next lemma is useful in the proof of Lemma 3.2.1.

Lem m a 3.1.4 Let
h : S kB{n)* — > H*{X) 

be a B(n)*-homomorphism and

P(n + l ) fc(X) — ► H k{X)

be surjective. Then there is a map

f  •' X  — ► T,kP{n  +  1)

such that h =

Proof. Take /i(l) E H k(X). It should be hit by an element from P(n+1)*(A'). 
In other words, we have the following homotopy commutative diagram.

X  S fcP (n  +  1)

Z kHZ/(p)
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Since 1 6 H°(F(n  +  1)) is represented by T, we can deduce from the above 
th a t i?* (/)( l)  =  h(l). For any a € B(n)* = H*(P(n + 1)), we can find 
a E A* which projects to a. It follows that

H*(f)(a) = H*(f)(al)
= 1)
=  ah( 1)
=  ah( 1)
=  h(a)

because H*(P(n + 1)) is actually a i?(n)*-module. Thus

h =

R em ark  3.1.5 Take X  =  P{n +  1) and k = 0 modulo q. Then tu E B h(n ) 
is hit by ra E P(n  +  1 )hP(n  +  1). Hence we can take f  such that

[ f ] = r a E R c P { n  + l)*P(n + l).



3.2 N ew  sufficient conditions

The goal of this section is to prove two key lemmas which are actually the 
sufficient conditions for realizations of certain _4*-modules and existence of 
u„+i-maps. The first lemma is about the realization, the analog of Lemma 
3.1 in [Tod71].

L em m a 3.2.1 An A*-module N  over Z /(p) is realizable if  it satisfies the 
following conditions.

(i) N  is an E(n)*-free module and has trivial Q„+; actions for all i > 0.

(ii) M , which denotes N  ®e(u)* Z /(p) , is concentrated in the degrees con­
gruent to 0 modulo q.

(iii) For all t  — s < w, there exists a positive integer m < q — n — 1 such 
that

Ext^(n r(A ',Z/(p)) =  K ,  6 E x f ' ^ l i  6 I,} =  0

when all s > m. Here w is not less than the largest dimension of N  
and congruent to n + 1 respect to q. Without loss of generality, we will 
assume that Iq = {1}.

(iv) For any ai« with a  € I\ which can be represented by t.a € B{n)*, we 
can find correspondent ra £ P(n + l)*P(n + l) as in Remark 3.1.5. The 
cokemel o fP (n  + l)*(©ue/ira ) is isomorphic to N  ® B P * /In+1 and the 
cokemel of BP*(@aeil ru)  is isomorphic to M ® B P * /In+1 respectively.

Rem ark 3.2.2 (ii) implies that

EXtj;„r (Jv ,z /(P)) = o

if  t^ 0 mod q because of the following change-of-rings isomorphism 

ExtB(„).(A sZ /(p)) =  E x tP.(M, Z/(p))

and the fact that all elements in P* have degrees congruent to 0 modulo q.



Proof. By condition (i) we know that N  is actually a module over B(n)*. 
We consider the following minimal resolution of N  as module over B(n)*

0 <—  <--------  (3.2.3)

where
Ca = B(n)* ® Ext*(N ,Z/(p)).

By the change-of-rings isomorphism in Remark 3.2.2, the minimal resolution 
above is the same as the tensor product of E(n)* and the minimal resolution 
of M  as P*-module. Hence all kernels and cokernels in the above resolution 
are E(n)*-free.

We claim that there exist a series of spectra X 3 for s = 1,• • • ,m  such 
that they satisfy the following inductive conditions.

(a) There is a fibre sequence

V  *'* . Y  'K‘ . T>

such that

H l~a+\B „ ) = C “'1

for each m  > s > 1. In fact we will choose B 3 to be V B(,rsi_a+1P ( n + 1).

(b) Applying the H*{—) to the long exact sequence in (a), we can obtain 
the following short exact sequence

0 — ► N  — ► H*{Xa+l) — ♦ Ker(da) — > 0.

Meanwhile H*(X3+i ) is split into the direct sum of N* and Iver(da) as 
A*-module.

(c) The homomorphism induced by the Thom map

P (n +  l ) fc(A'*+1) — ». H h(X 3+i) 

is surjective for k = —s mod q.



As the first step of the inductive proof, we have to  prove (a), (b) and (c) 
for s =  1. Let

X l = 'Sqro'1P{n + l).

Then
H * ( X i) =  B ( n ) *  ® Ext°B{n).(N ,  Z /(p)).

We want to find a map
7Ti : A'l — ► B x

such that the homomorphism

H * ( i r 0  : H * ( B y )  =  C 1 — ♦ H * { X y )  =  C°

is identical to d\. Since both Xj and By are wedges of P(n), it suffices to 
establish similar result on the following canonical example.

Given
h : H*(EyfcP (n  +  1)) — ► H*(P(n + 1)) 

to be a homomorphism of ^.‘-modules, we can find a map

f : P ( n  + 1) — * EqkP(n + 1)

such that H * (f ) =  h according to Remark 3.1.5. (a) for s = 1 is proved.
Because N  is isomorphic to  Coker(di), we can easily identify the short 

exact sequence in (b) from the long exact sequence obtained by applying 
H * (  —) to fibre sequence in (a). H * { X2) can be split into a direct sum of N* 
and Ker(di) as Z/ (p)-module. We will abuse the notations N* and Ker(di) to 
denote the corresponding summands which are Z / (p) sub-modules of H * ( X 2). 
The splitting of H * ( X 2) as an ^4*-module is equivalent to

A*Ker(di) =  Ker(di).

Assuming
E*Ker(dy) = Ker(di),

we can show
P*Ker(dy) =Ker(dy).



Since Ker(di) is a free £(n)*-module with generators at dimensions congruent 
to —1 modulo# and

jV1 =  0 i =  n +  2, • • •, q — 1 mod q,

we can deduce that

P*(Z/(p) Ker(di)) =  (Z/(p) ®£(„)* Ker(di)).

Hence
P*Kei(di) = P*E{n)*(Z/(p) 0 W  K e r ^ ) )

C P*E*(Z/(p) ®E(n)* Kei^di )) 

=  E*P*(Z/{p) Ker(d1))

=  E*(Z/(p) ®E(n)m Ker(e?i))

C ii/*Ker(di)

=  Ker(di).

We still have to prove

E*Kei'(di) = Ker(di).

Because Ker(di) is £(n)*-free, we just need to prove there is no nontrivial 
Qn+i action with i > 0 on Z/(p) ®E{n)m Ker(di).

Applying Adams spectral sequence to [A'2 ,B P \,  the E 2 term is

Ext a .(H*(X2),P.) = ExtA.(H*(X2) ,A m EmZ/(p))

— Ext£.(Z/(p)Dg(„).(Z/(p)D£;(7,.).iif*(A'2)), Z /(Pj)

= ExtQ{n}m(Z/{ppE(n). H*(X2) , Z/ (p)) .

We can say that the E 2 term is a sub-quotient of (Z/(p)<g>E(n)mH*(X 2 ))® BP*/In+ 
If there is a nontrivial Qn+i action from Z/(p)  Ker(di ) to N,  at least
one element of

M®Z/(p)[vn+u ■ ■ •] C (Z!{p) ® e M - H*(X2))® BP*/In+1
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will not appear in Adams spectral sequence E 2. This contradicts to the fact 
tha t BP*/ I n+\® M  is mapped into BP*(X2) in condition (iv). This proves
(b) for 5  =  1.

Similarly we can show that the ,£2-term of Adams spectral sequence for 
[A"2,P (n  +  l)] is

H*(X2)® BP*/In+i =  {N ®Kev(dx))®BP*/In+l.

Here N®BP* j I n+\ comes from the P 2term of Adams spectral sequence for 
[Sroi(,P ( n + 1), P (n  + 1)] and Kei(di)®BP* /  I n+i is mapped into the P 2-term 
of Adams spectral sequence for V 57u9~1[P(n +  1), P(n  +  1)]. On the other 
hand the Adams spectral sequence for [P(n +  l ) ,P (n  +  1)] collapses from 
E 2 term. Thus the only possible nontrivial Adams differential is between 
two summands. But if this happens, P(n)*(A'2) will not have a summand of 
N ® B P * //„+ i. We have a contradiction to the condition (iv). So

P (n  +  1)*(A'2) =  H*{X2)®BP* /  In+\.

This will imply the condition (c) for s =  1.
Suppose we can show that (a), (b) and (c) are correct for 1, 2, • • •, s. We 

have to prove (a) and (b) and (c) for s +  1 in order to finish the proof of this 
lemma.

The following homomorphism of A* modules

da+1 : Ca+2 — > Ker(da) C Ca+l

is actually a homomorphism of B{n)* modules. By (b) for s we can extend 
the above homomorphism to

Ca+2 —  H*{ X 3+l).

This is still a homomorphism of A* and B(n)* modules. The image of B(n)* 
generators is in H h(Ara+i) with k = —s modulo q. On the other hand by
(c) for s, we know all elements in cohomology in these dimensions are hit 
by Thom homomorphism from P(n  +  1) cohomology. According to Remark 
3.1.5, we can obtain that the homomorphism can be realized by

7Ts+i : AV|_2 ► B s + 2 .



(a) for s +  1 is proved.
We can easily obtain the short exact sequence and just need to show

Q(n)*Ker(<Za+i) C Ker(da+i)

in order to show the splitting as .4*-module. It suffices to show that

Q„+i(Z/(p) &>£(„)- Ker(da+i)) flAr =  0

as we do for s =  0. It is obvious this time because

N h = 0

for k = —s modulo q for s > 1 and

(z U p )  ® E ( n Y  Ker(da+i))fc =

except k = — s — 1 modulo q. (b) is proved for 5  +  1.
Apply Adams spectral sequence to

[Aa+2,P(n)].

Since the cohomology of X a + 2 is a direct sum of N  and Ker(da+i), we can 
obtain the E<i term as following

E 2 =  (N  ® Ker(da+1))® BP*/In+1.

Considering homology degree, we can see that

(N & B P */In+i)k = 0

except when
k = 0, — 1, • • •, — n — 1 mod q

and
(Ker(ds+1)® B P 7 I„ +I)fc =  0

except when
k = s +  1, s, • • •, s — n mod q.



We know that the differentials in Adams spectral sequence lower degree by 
1. Thus

(Z /{p) ®E(n)- Kev(da+1))® BP*/In+l

which only has elements at dimensions congruent to s +  1 modulo q will 
survive in Adams spectral sequence when

s +  l < g  — n — 1.

According to the condition (ii) , we know s +  1 < m  and m  < q — n — 1. 

Even though we do not prove the convergence of Adams spectral sequence for 
P(n  +  1)] here, we do know that it converges to lim P(n  +  1)*(A ^1) 

where X a'h is the i-the skeleton of A’a+i- The survival of

(ZUp ) ®E(nr H * (x a+2))® B P */in+1

in the Adams spectral sequence will guarantee the sujectivity we need for
(c). We just need to notice that lim =  H*(Xa+i). Hence (c) is
proved for s + 1 and we finish the induction.

Now we have a spectrum X m which satisfies

=  N  ® Ker(dm).

On the other hand condition (iii) will imply that

(Ker(dm))fc =  0.

for k < w.
(Ker (dm))h = 0

except when k = —m, • • •, n + l  — m  modulo q and w = n  +  1 modulo q. On 
the other hand, n +  2 < q — m. Hence we conclude

H w+\ A m+1) =  0.

We can take the ^-skeleton of Am+i which has cohomology N.



L em m a 3.2.3 Consider an A* module N  which satisfies the conditions (i),
(ii) and (iv) and the condition (Hi) for w, m  and w +  d\vn+i\, m! >  m 
respectively. The conditions (i), (ii), (Hi) and (iv) are the same as in Lemma
3.2.1. Then there exists v„+i -map

d . SdK+i|jv —„ ,y.
Vn + i

Here we use the notation N  to denote the realization of A*-module N .

Proof. According to the proof of Lemma 3.2.1, we realize N  by construct­
ing a  series of fibre sequences. The realization is the u;-skeleton of X rn+i. 
Similarly we can replace w by w + d\wn+i\ and m  by m' and construct more 
fibre sequences. N  can also be obtained by taking the w +  d |t’„+i| skeleton 
of A m<+1. We claim we can construct the following commutative diagrams

H-l V J^ h ’n + l l  Y

" n -H n + i

X a B a

for s = 1, • • •, m. Here vfl+l will induced vfl+x multiplication in B P  homology. 
We will prove it by induction.

A'i and B a for s = 1, • • ■, m  are wedges of P(n  +  1). As we can see in 
Theorem 3.2.1, t ’̂ +1 is an element of P(n + l)*P(n + l). Hence we can always 
find vn+x self-maps for B s and A'i. These maps induce vfl+l multiplications 
in B P  homology. The commutativity for the second square in the above 
diagram is equivalent to

(3.2.4)

because we can regard [7ra] as an element in P(n  +  1)*(AV). We claim 
that we can show that (3.2.4) is true by showing tha t v(l+l induces vfl+1 
homomorphism on B P  homology and P(n)h(X a+i) with k = —s mod q for 
s =  1, • • •, m.



For s =  1, (3.2.4) can. be obtained from Theorem 3.1.3 since both B\  and 
A'i are wedges of P[n  +  1) and we have •

V L (vn+1) =  Vn+i

in B P * /In+1 and P(n  +  l)*P(n +  1). Thus we can find self-map vfl+1 for A 2. 
Applying Adams spectral sequenceto BP*(X2), we have

E 2 =  Ext^.(Z /(p),P* ® H*(X2))

— Ext .4, (Z /(p ), (M* ® (Z/(p)D£;(7(.).Ker(di)*))

a* ExtQ(„).(Z/(p),Af, © (Z/(p)Dij(T1.),Ker(di)*)

=  B P t / I n+i <g> (A/* © Z/(p)njB(n).Ker(di)*).

By condition (iv), we can deduce that the Pa-term collapses as we do for the 
Adams spectral sequence for P(n  +  1) cohomology in the proof of Lemma
3.2.1.We can conclude that the B P  homology of Ar2 consists of two direct 
summands

BP*/In+i <g> M»

and
BP */In+1 <g> (Z /(p p £ (n).Ker(di)*).

as B/Vmodules. We also know from (b) in the proof of Lemma 3.2.1 that 
the first summand goes to BP*(A'i) and the second summand comes from 
i?P*(S- 1i?i). On the other hand M* and Z / ( p p e(u).K er(di)» are concen­
trated in dimensions congruent to 0 and - 1  modulo q respectively. Hence

BP*(v*+1)(BP„/In+i ® M*) n  (BP */In+i ® (Z /(pp£.(7,}i>Ker(di )*) =  0.

Noting that v'jl+l induces ^.^-m ultiplication on the B P  homology of A’i and 
B\, we can see that so does the self-map vfl+l on the B P  homology of A^. 
Similarly we can show that all elements of P(n + l )h( X2) go to P(n + l )k(Bi)  
for k = — 1 modulo q. Hence we can conclude that self-map v̂ l+i of A'2 has 
the required property on B P  homology and P{n  +  1) cohomology.
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Suppose we can construct the diagram with required properties for s. 
We have to show that we can also do it for s + 1. The formula (3.2.4) and 
commutativity of the second square follow from the fact tha t 7r is a wedges of 
maps which represent the elements in P(n  +  l ) fc(A'a+i) with k = —s modulo 
q. Hence we can construct the self-map for Xa+2. Applying Adams spectral 
sequence to B P  A X ,+2 , we obtain

E 2 = P P * //„+i <g> (M* ® (Z/(p)D£?(„).Ker(da+1)*)).

from our knowledge about H*(X3+2 ). The above Adams spectral sequence 
collapses since there is no differential between two summands by degree rea­
son. Hence BP*(X3+2) has two summands as BP*-modules which are from 
BP*(X3+1) and BP*(BS). It follows that SP*(tfl+1) is tfl+1-multiplication. 
We can also prove the P(n + l ) * ( ^ +i) has the required property on the 
P (n  +  l)*(Xa+2) as we do for A’2.

So far we find the self-map of X m and it induces vt+i -multiplication on 
B P  homology. We claim we can construct the following diagrams

V J ^ ’n + l  I , y

A a+1 Aa B a

for s =  m, • • •, m' such that BP*(vfl+1) is vft+1 multiplication. Here BP^(N)  
can be seen as a summand of BP*(A’a). Since E ^ + d jV  is the skeleton of 

we have the map vfl+l for ^ Vn+̂ N  to X m. The composition 
of v̂ l+l and 7Ta represents wedges of elements in P(n + l ) fc(SJlVn+‘lAr) with 
k =  —s modulo q. Fortunately this group is 0. Thus we can life vfl+1 to 
A'm+i. We have all necessary elements for another induction on s = m, ■ • - , 
m '.



Finally we have the following diagram.

n+1. • ' vdl’n+l

I) =  N  I;*™ . Xm,+i

The lifting exists since both £ ‘il1’n+1l jV and (w +  d|«;7l+i|)-skeleton of A'rrt»+i, 
which is also N ,  have the same highest dimensions. It is obvious that the 
lifting induces ^.^-m ultiplication in B P  homology. H
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3.3 R ealization and E xistence o f  Self-map

As we said in Chapter 1, we will only consider the ^4*-module structure of 
A(n)* with the following property:

Qn+iA(n)* =  0.

for each i > 1. In other words

Q(n)*A(n)* = 0.

So we can have the following commutative diagram for this kind of module 
structure.

Q(n)* ® .4(n)*

A* <g> .A(n)* ------ * A{n)*
.r

B(n)* ® A(n)*

Lemma 3.3.1 We consider A(n)* as B(n)*-module for any n over coeffi­
cient ring Z /(p). When p > n + 1, we can show that

E xtj;„).(^ l(n )- ,Z /(p ))= 0

i f  (s,t) satisfies t — s < wn and s > n +  1. Here wn is the top dimension of 
A(n)*:

W n  =  E l<{<71. 2{ p { -  1 )(p"+1-' -  1) +  Eo<!<„(2p! -  1)

=  2npn+l — ‘2(p H bp") — n + 3.

Proof. Applying the May spectral sequence, we have

Ei = E{hij : i+ j  > n+ l)® P[bij : i+ j  > n+1] = +  E x t (A(n)*,Z/(p)).



Here hjj E E xt1’2pl(p' ^  represented by in cobar complex and bij E 
Ext2,2pJ+̂ p'_1\  When p > n +  1,

|6;j| — wn >  2ppn+1 — 2pn+l — 2npu+1 

= (2p — 2 — 2n)p7l+1 

>  0

for all i +  j  > n +  1 and
\ h i j \ - w n > 0

for all i +  j  > n + 2. We only need to consider those h;ty!s with i + j  =  n + 1. 
So we can simplify our E\ term in the range we are considering to

E(hid : i  + j  = n + 1).

It is easy to see that there is no element in E x t^ 7()„(.4(n)*, Z/(p)) in the 
range we are considering. ■

Remark 3.3.2 When p > n +  2, we can prove similarity that Exta,i — 0 if  

t -  s < w n + |vn+1| =  wn +  2p"+1 -  1

and s > n +  1.

Lemma 3.3.3 In the following diagram

BP*(BP) -------------------- „ B P ^ E ^ B P )  = E ^ T̂ B P ^ B P

BP*(P(n)) = B P .B P / I * ^ - ^ ]B P ,(S |rt'1P(n)) “  E ~ ^ B P * B P / I U 

the vertical maps are just projection modulo I n.



Proof. From [Rav86, Corollary 4.3.21], we obtain

7]R(vi) =  Vi mod I{.

In the construction of P (n) in Theorem 3.1.3(i), u,-multiplication can be seen 
as both left and right multiplication by the above formula. We can prove 
this lemma inductively. ■

L em m a 3.3.4 Let N  be A(n)*. The condition (iv) in Lemma 3.2.1 is sat­
isfied.

Proof. It is well known that

BP*{P{n +  1)) =  H om Bp-(BP.(P(n + 1)), BP*)

and

P(n  +  1 )*P{n +  1) =  H om P(n+iy(P (n  +  l)*(P(n +  1)), P(n + 1)*).

Since the Adams spectral sequence for them collapse, we can easily prove 
there is no lim 1 problem. The above facts can also be proved accordingly.

It suffices to prove that

Ker(®ug/,BP*(ra)) = (Z/(p)DE,A (n fi)  ® B P */In+1

and
Ker(ffia6/lP (n  +  l)*(ra)) =  A(n)« ® P P * //7l+1.

We will deal with B P  homology first. Lemma 3.3.3 actually tells us that 
we can work on BP*BP  and then take the quotient modulo In+\. By the 
duality we know that

BP*(rE){tF) = S  vfHf *

where vFltE ® tF2 appears in the coproduct of tF. On the other hand we can 
obtain the following formula from [Rav86, 4.3.13].

A(i,-) =  Sj+feity ® tfc' mod In+1
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We can see that this formula is the same as the formula in homology. Since

Ker (@12»(rtt)) =  A(n)*

and Z/(p)QE.A(n)t is hit by PP*(P(n +  1)), it follows

(Z/{p)nE.A(n)*) ® BP */In+1 C Ker(©jE?P„(ra)).

For any J3P*//„+i generators in P P * (P (n + l)) other than those in Z/(p)D£>, A(n)», 
they are not in kernel of ®H»(ra). This implies that they are also not in the 
kernel of ©PP*(r„). We can conclude the kernel of © PP*(ru) is as we ex­
pected because it is a homomorphism of PP* modules.

From Theorem 3.1.3 (v), we know that the coproduct of a,- is the same 
as the coproduct of Qi in H*(P(n +  1)) =  P(n)* for 0 < i < n. This time 
P(n)» is hit by P (n  +  l)*P(n +  1) =  P(n)» ® P P * //7(.+i. So we can prove 
similarly that the kernel of © P(n +  l)*(r„) is also what we expected. ■

Proof of Theorem E  and F. We just need to verify the conditons (i), (ii),
(iv) and (iv) for m = m' =  n +  1, d =  1, w = wn and wn +  |t’n+i | respectively, 
(i) and (ii) are obvious, (iv) comes from Lemma 3.3.4 and (iii) comes from 
Lemma 3.3.1 and Remark 3.3.2.
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