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ALL ABOUT Tmf1(3)

MICHAEL A. HILL AND LENNART MEIER

Abstract. We explore the C2-equivariant spectra Tmf1(3) and TMF1(3). In par-
ticular, we compute their C2-equivariant Picard groups and the C2-equivariant An-
derson dual of Tmf1(3). This implies corresponding results for the fixed point spectra
TMF0(3) and Tmf0(3). Furthermore, we prove a Real Landweber exact functor the-
orem.

1. Introduction

The spectrum TMF of topological modular forms comes in many variants. While
TMF itself arises from the moduli stack of elliptic curvesMell, there is also a spectrum
Tmf associated with the compactification Mell. Finally, tmf is defined as the connec-
tive cover of Tmf . It has been the spectrum tmf and its cohomology that have been
so far most relevant to applications (see for example [BHHM08] and [BP04]).

It is often simpler to work with topological modular forms with level structures.
Among the many possibilities, the most relevant for us will be TMF1(n) and TMF0(n)
corresponding to the moduli stacks M1(n) and M0(n). The former stack classifies
elliptic curves with a chosen point of exact order n and the latter elliptic curves with a
chosen subgroup of order n. Note that for n ≥ 2, the spectrum TMF1(n) is Landweber
exact, while TMF0(n) is not.

In [HL13], Lawson and the first-named author overcame certain technical obstacles
to define E∞-ring spectra Tmf1(n) and Tmf0(n) corresponding to the compactified
moduli stacks M1(n) and M0(n). One can then define tmf1(n) and tmf0(n) as the
connective covers of the spectra and hope that they form good connective models for
TMF1(n) and TMF0(n). The aim of this article is to explore these spectra in the case
n = 3 with methods from Real homotopy theory.

Real homotopy theory is the study of genuinely equivariant C2-spectra, also known
as Real spectra. The theory has its origins in Atiyah’s article [Ati66] on Real K-theory
and came to new prominence through the work of Hu–Kriz [HK01] and the work of
Hill–Hopkins–Ravenel on the Kervaire invariant 1 problem [HHR09].

The spectra TMF1(3) and Tmf1(3) inherit C2-actions from an algebro-geometrically
defined C2-action on M1(3). We will view them as cofree C2-spectra so that

TMF1(3)C2 ' TMF1(3)hC2 ' TMF0(3)

and

Tmf1(3)C2 ' Tmf1(3)hC2 ' Tmf0(3).

We define the C2-spectrum tmf1(3) as the C2-equivariant connective cover of Tmf1(3).

The first author was supported by NSF DMS-1307896 and the Sloan Foundation.
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2 MICHAEL A. HILL AND LENNART MEIER

Mahowald and Rezk [MR09] have already computed the homotopy groups of TMF0(3)
and a similar computation produces actually the RO(C2)-graded C2-equivariant homo-
topy groups of tmf1(3) and hence TMF1(3). Using this computation, we show that
tmf1(3) has a Real orientation and is more precisely a form of BPR〈2〉. Moreover, we
show that TMF1(3) is Real Landweber exact in the sense that there is an isomorphism

MRF(X)⊗MU∗ TMF1(3)∗ → TMF1(3)FX,

natural in a C2-spectrum X. Here MRF(X) denotes the RO(C2)-graded C2-equivariant
homology groups of X with respect to the Real bordism spectrum MR and similarly
for TMF1(3)FX.

As M1(3) is proper over SpecZ
[

1
3

]
, one expects a manifestation of Serre duality in

Tmf1(3). A suitable duality to look for in the topological setting is Anderson duality,
an integral version of Brown–Comenetz duality. For example, Stojanoska computed in
[Sto12] that Tmf [1

2 ] is Anderson self dual in the sense that IZ[ 1
2

]Tmf [1
2 ] ' Σ21Tmf [1

2 ].

We want to compute the C2-equivariant Anderson dual I
Z
[

1
3

]Tmf1(3) of Tmf1(3).

While it is an easy calculation that non-equivariantly I
Z
[

1
3

]Tmf1(3) ' Σ9Tmf1(3),

this equivalence does not hold C2-equivariantly. We rather get the following:

Theorem. There is a C2-equivariant equivalence

I
Z
[

1
3

]Tmf1(3) ' Σ5+2ρTmf1(3),

where ρ denotes the regular representation of C2. It follows that

I
Z
[

1
3

]Tmf0(3) ' (Σ5+2ρTmf1(3))hC2 .

Thus, the self-duality of Tmf0(3) is not fully apparent in the integer-graded homotopy
groups

π∗Tmf0(3) ∼= πC2
∗ Tmf1(3),

but only in the RO(C2)-graded homotopy groups πC2
F Tmf1(3). We prove this theorem

by an application of the slice spectral sequence. There has been similar work by Ricka
[Ric14] on Anderson duality of integral versions of Morava K-theory; our results have
been obtained independently.

Next we turn to the topic of Picard groups. Given an E∞-ring spectrum R, its Pi-
card group Pic(R) is defined as the group of invertible R-module spectra up to weak
equivalence. From the perspective of [BN14], these are the global twists of the associ-
ated cohomology theory. The Picard group was first introduced into stable homotopy
theory by Hopkins; recent work of Mathew and Stojanoska [MS14] then significantly
extended our toolbox for its computation. They show that all invertible TMF -modules
are suspensions of TMF so that Pic(TMF ) ∼= Z/576. In contrast, they show that
Pic(Tmf) contains exotic elements that are not suspensions of Tmf and compute
Pic(Tmf) ∼= Z⊕ Z/24.

We will use their methods to understand Pic(TMF0(3)) and Pic(Tmf0(3)), but add
a dash of equivariant homotopy theory. The maps

Tmf0(3)→ Tmf1(3)
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and

TMF0(3)→ TMF1(3)

are faithful C2-Galois extensions in the sense of Rognes. Galois descent then shows that

Pic(Tmf0(3)) ∼= PicC2(Tmf1(3))

and

Pic(TMF0(3)) ∼= PicC2(TMF1(3)),

where PicC2(Tmf1(3)) denotes the group of invertible C2-module spectra over Tmf1(3)
and similarly for PicC2(TMF1(3)). First we prove:

Theorem. Every invertible TMF0(3)-module is an (integral) suspension of TMF0(3).
Thus,

PicC2(TMF1(3)) ∼= Pic(TMF0(3)) ∼= Z/48.

The analogous theorem for Tmf0(3) is not true, but we have the following equivariant
refinement:

Theorem. Every invertible C2-equivariant Tmf1(3)-module is an equivariant suspen-
sion ΣV Tmf1(3), for an element V ∈ RO(C2). The corresponding homomorphism

RO(C2)→ PicC2(Tmf1(3)), V 7→ ΣV Tmf1(3)

is thus surjective and has kernel generated by 8 − 8σ, for σ the sign representation.
Therefore,

Pic(Tmf0(3)) ∼= PicC2(Tmf1(3)) ∼= Z⊕ Z/8.

We give a short overview of the structure of this article. Section 2 contains some ba-
sics about C2-spectra, discusses Real orientability and the Real Landweber exact func-
tor theorem; it concludes with the definition and basic properties of forms of BPR〈n〉
and ER(n). Section 3 recalls basic properties about the C2-equivariant slice filtration.
Section 4 introduces the main characters Tmf0(3) and Tmf1(3) and their variants, dis-
cusses their relationship and computes the RO(C2)-graded homotopy groups of tmf1(3).
Section 5 computes the slices of Tmf1(3) and applies this to compute its equivariant
Anderson dual. Section 6 is about Picard groups, especially those of TMF0(3) and
Tmf0(3).

Acknowledgements. We thank John Greenlees and Akhil Mathew for their comments
on earlier versions of this article.

2. C2-spectra and Real Landweber exactness

In this section, we will first treat some basics about C2-spectra and Real orientations.
Then we will prove a Real version of the Landweber exact functor theorem, both in
classical and in stack language. In the last subsection, we define what we mean by
forms of BPR〈n〉 and ER(n) and apply the Real Landweber exact functor theorem to
the latter.
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2.1. Basics. We define for a finite group G the category SpG of G-spectra to be the
category of orthogonal spectra with G-action; weak equivalences are those morphisms
that induce isomorphisms under πH∗ for all subgroups H ⊆ G, where the homotopy
groups are defined via stabilization with respect to the regular representation. This is
explained in detail in [Sch14].

Denote by SpuG the same category but with the underlying equivalences as weak
equivalences. The functor

SpuG → SpG, X 7→ F (EG+, X)

preserves weak equivalences and defines therefore a derived functor for id : SpuG → SpG.
G-Spectra in the image are called cofree. If we come across a spectrum with a G-action
whose homotopy type is only well-defined up to underlying equivalence, we will view it
in this way as a cofree G-spectrum.

Since the hom objects in Ho(SpG) are naturally Mackey functor valued, we will make
frequent use of this additional structure. As usual, Mackey functor valued homotopy
groups will be denoted by π∗. If we want to stress that we consider the homotopy
groups of the underlying non-equivariant spectrum, we write πu∗ . Furthermore, we will
use RO(G)-gradings and denote the regular representation of C2 by ρ and the sign
representation by σ.

We will only use the case G = C2 in this paper. Motivated by Atiyah’s Real K-
theory, C2-spectra are also sometimes called Real spectra. Given a C2-spectrum ER,
we denote by ERF(X) the value of the associated RO(C2)-graded homology theory
on a C2-spectrum X and we set ERF = ERF(pt). This is the value at C2/C2 of the
associated Mackey functor valued homology.

Definition 2.1. A C2-spectrum ER is even if πkρ−1ER = 0 for all k ∈ Z. It is called
strongly even if additionally πkρER is a constant Mackey functor for all k ∈ Z, i.e. if

the restriction πC2
kρER→ πukρER is an isomorphism.

For example, by [HK01, Theorem 4.11], BPR and MR are strongly even.
Recall the following definition:

Definition 2.2. Let X be a C2-spectrum. A Real orientation for ER is a class

x ∈ ERρ(CP∞) = [CP∞,ΣρER](C2/C2),

restricting to the class in ERρ(CP1) ∼= [CP1, Sρ ∧X]C2 corresponding to

1 ∈ [S0, ER]C2 ∼= [Sρ, Sρ ∧ ER]C2

under the (chosen) isomorphism Sρ = CP1. Here, we view CPn as a C2-space via
complex conjugation.

By [HK01, Theorem 2.25], Real orientations of commutative C2-ring spectra are
in one-to-one correspondence with homotopy classes of maps MR → ER of C2-ring
spectra, where ring spectra are understood to be up to homotopy.

Lemma 2.3. Every even C2-spectrum ER is Real orientable.
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Proof. We have cofiber sequences

S(n+1)ρ−1 → CPn → CPn+1.

The long exact sequence in cohomology then shows that the map

ERρ(CPn+1)→ ERρ(CPn)

is surjective. The Milnor sequence gives the result. �
It is part of our philosophy that the Mackey functor πkρ behaves often much nicer

than the integral Mackey functor π2k. The following is a weak version of a Whitehead
theorem using πkρ:

Lemma 2.4. Let f : ER→ FR be a natural transformation of RO(C2)-graded homol-
ogy theories. Denote the underlying homology theories by E and F . Assume that f
induces isomorphisms

ERkρ → FRkρ and Ek → Fk
for all k ∈ Z. Assume furthermore that ERkρ−1 = 0 for all k ∈ Z. Then f is a natural
isomorphism.

Proof. It is well known that it is enough to show that Ek → Fk and ERk → ERk are
isomorphisms for all k ∈ Z. As the former is true by assumption, it is in particular
enough to show that fa+bσ : ERa+bσ → FRa+bσ is an isomorphism for all a, b ∈ Z. This
is true for a = b again by assumption.

Smashing the cofiber sequence

(C2)+ → S0 → Sσ

with Sa+bσ gives the cofiber sequence

(C2)+ ∧Sa+bσ → Sa+bσ → Sa+(b+1)σ.

We have a map between the associated long exact sequences:

Ea+b+1
//

∼=
��

ERa+(b+1)σ
//

fa+(b+1)σ

��

ERa+bσ
//

fa+bσ

��

Ea+b
//

∼=
��

ER(a−1)+(b+1)σ

f(a−1)+(b+1)σ

��
Fa+b+1

// FRa+(b+1)σ
// FRa+bσ

// Fa+b
// FR(a−1)+(b+1)σ

We have the following implications from the weak 5-lemmas:

(M1) If fa+(b+1)σ is mono, then fa+bσ is mono.
(M2) If f(a+1)+bσ is epi and fa+bσ is mono, then fa+(b+1)σ is mono.
(E1) If fa+bσ is epi, then fa+(b+1)σ is epi.
(E2) If f(a−1)+(b+1)σ is mono and fa+(b+1)σ is epi, then fa+bσ is epi.

This implies the following two statements:

(1) fa+bσ is epi for b ≥ a by repeated application of (E1)
(2) fa+bσ is mono for b ≤ a + 1 by repeated application of (M1) as f(a−1)+aσ =

faρ−1 = 0 is mono..
(3) fa+bσ is epi if b ≤ a by repeated application of (E2). Thus, fa+bσ is epi for all

a, b ∈ Z.
(4) fa+bσ is mono for all a, b ∈ Z by repeated application of (M2). �
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2.2. Real Landweber Exactness. We have isomorphisms MRkρ = MU2k by [HK01,
Theorem 2.28]. This defines a graded ring morphism MU2∗ → MRF along the mor-
phism

2Z→ RO(C2), 2k 7→ kρ

of the monoids indexing the grading. In particular, MRF becomes a graded MU2∗-
module in a suitable sense.

Theorem 2.5. (a) Let E∗ be a graded Landweber exact MU∗-module, concentrated
in even degrees. Then

X 7→MRF(X)⊗MU2∗ E2∗

is a RO(C2)-graded homology theory.
(b) Let ER be a strongly even C2-spectrum whose underlying spectrum E is Landwe-

ber exact. Choosing a Real orientation induces a map

MRF(X)⊗MU2∗ E2∗ → ERF(X)

that is an isomorphism for every C2-spectrum X. Under these conditions, we
call ER Real Landweber exact.

The gradings can be parsed in the following way: For every k ∈ Z, MRk+∗ρ(X) is a
2Z-gradedMU2∗-module in the way described above so that the expressionMRk+∗ρ(X)⊗MU2∗
E2∗ makes sense in the world of 2Z-graded MU2∗-modules. As a RO(C2)-graded abelian
group is equivalent datum to a Z-graded Zρ-graded abelian group, this expresses what
MRF(X)⊗MU2∗ E2∗ means.

The proof of (a) is completely analogous to Landweber exactness in the motivic
setting as in [NSØ09] and the crucial ingredient is the next proposition. Before we state
it, we want to remark that the underlying ungraded rings of MRF and MRFMR are
commutative. Indeed, it follows from [HK01, Theorem 4.11] that everything outside of
degrees of the form kρ+ l with l even is 2-torsion. The claim follows now from the fact
that in a Real-orientable theory, we have xy = (−1)k1l2+k2l1+l1l2yx for |x| = k1ρ + l1
and |y| = k2ρ+ l2 by [HK01, Lemma 2.17].

Proposition 2.6. The following square of stacks is cartesian:

SpecMRF

��

// SpecMU∗

��
[SpecMRF/SpecMRFMR] // [SpecMU∗/ SpecMU∗MU ] 'Ms

FG

Here, Spec always refers to the spectrum of the underlying ungraded rings. Likewise,
[SpecMRF/ SpecMRFMR] denotes the stack associated to the ungraded Hopf algebroid
(MRF,MRFMR) and Ms

FG is the moduli stack of formal groups with strict isomor-
phisms.

Proof. By [NSØ09, Corollary 2.2], this follows from the isomorphism

MRF ⊗MU∗ MU∗MU
∼=−→MRFMR.
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It is enough to show this after localization at every prime p, where it follows from the
fact

BPRFBPR ∼= BPRF[t1, t2, . . . ] ∼= BPRF ⊗BP∗ BP∗BP,
which is contained in [HK01, Theorem 4.11]. �

The rest of the proof of (a) is as in [NSØ09].
For the proof of (b), note first that ER carries a Real orientation by Lemma 2.3 and

that this corresponds to a map MR → ER of C2-”ring spectra. By Lemma 2.4 it is
now enough to show that the induced maps

MR∗ρ ⊗MU2∗ E2∗ → ER∗ρ

and

MU∗ ⊗MU∗ E∗ → E∗

are isomorphisms. The latter is clear and the former is true since both π∗ρMR and
π∗ρER are constant.

2.3. Stacky reformulations. We will in this subsection explicitly reformulate Real
Landweber exactness in stack terms. This philosophy is well-known in the non-equivariant
case.

Let E∗ be an evenly graded commutative ring carrying a graded formal group (see
[NSØ09, Section 6.3] for a discussion of graded formal groups). The grading defines a
Gm-action on SpecE∗ and the graded formal group defines a map

f : SpecE∗/Gm →MFG,

where (Spec E∗)/Gm denotes the stack quotient. Recall that the category of quasi-
coherent sheaves on MFG is equivalent to that of evenly graded (MU∗,MU∗MU)-
comodules (see for example [Nau07, Remark 34]). The graded comodule MU∗−2 corre-
sponds to a line bundle ω onMFG. Likewise, the category of quasi-coherent sheaves on
(Spec E∗)/Gm is equivalent to that of graded modules over E∗. The line bundle f∗ω⊗k

corresponds to the graded module E∗−2k.

Lemma 2.7. Assume that the graded formal group over E∗ has a coordinate, corre-
sponding to a graded ring morphism MU∗ → E∗. Let F be a quasi-coherent sheaf on
MFG. Then

F(SpecMU∗)⊗MU∗ E∗
∼= Γ(MFG;F ⊗OMFG

f∗f
∗ω⊗∗),

where we view F(SpecMU∗) as an evenly graded MU∗-module.

Proof. We have a commutative diagram

SpecMU∗/Gm

q

��
SpecE∗/Gm

g
66

f //MFG
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By definition, q∗F corresponds to the evenly graded MU∗-module F(SpecMU∗).
Thus, f∗F ∼= g∗q∗F correspond to the graded E∗-module F(SpecMU∗) ⊗MU∗ E∗. We
see that the degree 2k-part of F(SpecMU∗)⊗MU∗ E∗ is

Γ((SpecE∗)/Gm; f∗F ⊗ f∗ω⊗k) ∼= Γ(MFG; f∗(f
∗F ⊗ f∗ω⊗k)).

By a version of the projection formula (see e.g. [Mei12, Lemma 2.3.13]), we have iso-
morphisms

f∗(f
∗F ⊗ f∗ω⊗k) ∼= f∗f

∗(F ⊗OMFG
ω⊗k) ∼= F ⊗OMFG

f∗f
∗ω⊗k.

The result follows. �
Given a spectrum X, define quasi-coherent sheaves FXi for i = 0, 1 on MFG corre-

sponding to the graded (MU∗,MU∗MU)-comodules MU2∗−iX. Given a C2-spectrum
X, define quasi-coherent sheaves FXi for i ∈ Z on MFG corresponding to the graded
(MU∗,MU∗MU)-comodules MR∗ρ−iX. Here, we use again the identification MU2∗ ∼=
MR∗ρ and MU∗MU ∼= MR∗ρMR.

Applying the previous lemma to F = FX∗ , we obtain the following proposition:

Proposition 2.8. (a) Let E be a Landweber exact spectrum. The associated graded
formal group on E∗ defines f as above. Then given a spectrum X, we have

E∗(X) ∼= Γ(MFG;FX∗ ⊗OMFG
f∗f
∗ω⊗∗),

where we view ω⊗k to have degree 2k.
(b) Let ER be a Real Landweber exact spectrum. The associated graded formal group

on ER∗ρ ∼= E2∗ (for E the underlying spectrum) defines f as above. Then given
a C2-spectrum X, we have

EF(X) ∼= Γ(MFG;FX∗ ⊗OMFG
f∗f
∗ω⊗∗),

where we view ω⊗k to have degree kρ.

In particular, we see that the values of a Landweber exact theory do not depend on
the MU∗-module structure of E∗, but only on the graded quasi-coherent sheaf f∗f

∗ω⊗∗

on MFG defined by E∗. This sheaf has an alternative description:

Lemma 2.9. Let E be Landweber exact and f and O∗ as above. Then we have an
isomorphism f∗f

∗ω⊗k ∼= FE0 ⊗OMFG
ω⊗k.

Proof. This was proven in the even-periodic context in the proof of [MM15, Proposition
2.4]. The general case is similar. �

All these statements also hold after p-completing everything in sight.

2.4. Forms of BPR〈n〉 and ER(n). Fix a prime p.

Definition 2.10. Let E be a complex oriented p-local commutative and associative
ring spectrum (up to homotopy). The p-typification of its formal group law defines a
map BP∗ → E∗.

(a) We call E a form of BP 〈n〉 if the map

Z(p)[v1, . . . , vn] ⊂ BP∗ → E∗

is an isomorphism. This does not depend on the choice of vi.
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(b) We call E a form of E(n) if there is a choice of indecomposables v1, . . . , vn ∈ BP∗
with |vi| = 2(pi − 1) such that the image of vn under the homomorphism

Z(p)[v1, . . . , vn] ⊂ BP∗ → E∗

is invertible and the induced morphism Z(p)[v1, . . . , vn, v
−1
n ]→ E∗ is an isomor-

phism.

There is an equivariant analogue:

Definition 2.11. Let ER be a Real oriented p-local commutative and associative C2-
ring spectrum (up to homotopy). The p-typification of its formal group law defines a
map BP2∗ ∼= BPR∗ρ → ER∗ρ.

(a) We call ER a form of BPR〈n〉 if the map

Z(p)[v1, . . . , vn] ⊂ π∗ρBPR→ π∗ρER

is an isomorphism of constant Mackey functors. This does not depend on the
choice of vi.

(b) We call ER a form of ER(n) if there is a choice of indecomposables v1, . . . , vn ∈
BP∗ with |vi| = 2(pi − 1) such that the image of vn under the homomorphism

Z(p)[v1, . . . , vn] ⊂ BPR∗ρ → ER∗ρ

is invertible and the induced morphism Z(p)[v1, . . . , vn, v
−1
n ] → π∗ρER is an

isomorphism of constant Mackey functors.

Proposition 2.12. If for two forms of ER(n) their underlying spectra are equivalent,
then they are equivalent as Real spectra.

Likewise if for two forms of ER(n) the p-completions of their underlying spectra are
equivalent, then the p-completions of the forms of ER(n) are equivalent as Real spectra.

Proof. Let ER and FR be two forms of ER(n) with underlying spectra E and F .
Assume E ' F . Then they define isomorphic graded quasi-coherent sheaves FE∗ and

FF∗ on MFG. The first statement follows by Theorem 2.5, Proposition 2.8 and Lemma
2.9.

If Êp ' F̂p, the argument is similar. �

3. The C2-equivariant slice filtration

The C2-equivariant slice filtration was introduced by Dugger in his study of Atiyah’s
Real K-theory. This was generalized by Hopkins, Ravenel, and the first author to
arbitrary finite groups in the solution to the Kervaire Invariant One problem [HHR09].
We will recall some of the basic properties here. A more detailed treatment can be
found in [HHR09] or [Hil12].

Proposition 3.1 ([HHR09, Proposition 4.20 & Lemma 4.23]). For any C2-equivariant
spectrum E, the odd slices are determined by the formula

P 2n−1
2n−1 (E) = Σnρ−1Hπnρ−1E.

Corollary 3.2. If R is an even C2-spectrum, then all odd slices of R vanish.
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For the even slices, there is a similar formula involving homotopy Mackey functors of
E.

Definition 3.3. If M is a C2 Mackey functor, let P 0M denote the maximal quotient
of M in which the restriction map M(C2/C2)→M(C2/e) is injective.

There are several equivalent formulations. One of which is to notice that we can
build a Mackey functor out of the kernel of the restriction by declaring that the value
at C2/C2 is the kernel of the restriction map and that the value at C2/{e} is trivial.
The functor P 0M is then the quotient of M by this subMackey functor.

The second formulation requires an endofunctor on Mackey functors.

Definition 3.4. If T is a finite C2-set and M is a Mackey functor, then let MT be the
Mackey functor defined by

S 7→M(T × S).

The restriction map defines a map of Mackey functors

M →MC2
,

and P 0M is simply the image of this map.

Proposition 3.5. For any C2-equivariant spectrum E, the even slices are determined
by the formula

P 2n
2n (E) = ΣnρHP 0πnρ(E).

In particular, if πnρ(E) is constant, we have

P 2n
2n (E) = ΣnρHπ2n(E).

We need several Mackey functors. We will define them via a Lewis diagram, stacking
the value of the Mackey functor at C2/C2 over that of C2/{e} and then drawing in the
restriction map, the transfer map, and the action of the non-trivial element of the Weyl
group.

Definition 3.6. Let G, Z− and Z∗ be the Mackey functors defined by

Z/2

--

0

,,

Z

2

,,0

jj

YY Z

mm

−

YY Z

1

ll

1

YY

G Z− Z∗

Lemma 3.7. If X is a strongly even C2-spectrum without 2-torsion in π∗X, then we
have

πkρ+1X = G⊗Z π2k+2X

πkρX = Z⊗Z π2kX,

πkρ−1X = 0, and

πkρ−2X = Z− ⊗Z π2k−2X.
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Proof. We have P 2k−1
2k−1X ' ∗ and

P 2k
2kX ' Skρ ∧Hπ2kX.

Smashing the slice tower with S−kρ gives a tower of the same form. It therefore suffices
to prove this for k = 0. The positions in question are those for which the slice spectral
sequence is especially simple: they are all non-bounding permanent cycles due to the
vanishing of the homology and cohomology groups of regular representation spheres. �

4. TMF1(3) and friends

4.1. Basics. Denote by Mell the moduli stack of elliptic curves and by Mell its com-
pactification. Mapping an elliptic curve to its formal group defines a flat map Mell →
MFG to the moduli stack of formal groups. By [HL13] (extending earlier work by
Goerss, Hopkins and Miller), the induced presheaf of even-periodic Landweber exact
homology theories refines to a sheaf of E∞-ring spectra Otop on the log-étale site of
Mell.

Denote by M1(3) the moduli stack of elliptic curves with one chosen point of exact
order 3 and by M1(3) its compactification, whose definition we will review below. We
define

TMF1(3) = Otop(M1(3))

Tmf1(3) = Otop(M1(3))

tmf1(3) = τ≥0Tmf1(3)

Sending the point of order 3 to its negative defines a C2-action on M1(3) that also
extends to M1(3). This induces C2-actions on TMF1(3) and Tmf1(3). Thus we will
view these spectra as cofree C2-spectra. Likewise, tmf1(3) refines to a C2-spectrum that
is the equivariant connective cover of Tmf1(3). Note that this spectrum is not cofree,
but tmf1(3)C2 ' τ≥0tmf1(3)hC2 .

Denote byM0(3) the moduli stack of elliptic curves with a chosen subgroup of order
3 and by M0(3) its compactification. We define

TMF0(3) = Otop(M0(3))

Tmf0(3) = Otop(M0(3))

The forgetful maps

M1(3)→M0(3) and M1(3)→M0(3)

are C2-Galois coverings. This implies that Tmf0(3) ' Tmf1(3)hC2 and TMF0(3) '
Tmf1(3)hC2 .

Before we proceed, we have to study the algebraic geometry of these moduli stacks.
To give a precise definition ofM1(3), we want to review first the notion of normalization
of Deligne–Mumford stacks.

Definition 4.1. Let f : Y → X be a quasi-compact and quasi-separated map of
Deligne–Mumford stacks (over some base scheme S). Analogously to [Aut, Lemma
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50.43.1], there exists a quasi-coherent OX -subalgebra O′ ⊆ f∗OY such that for ev-
ery map U → X from an affine scheme, O′(U) is the integral closure of OX(U) in
(f∗OX)(U). The normalization of X in Y is the morphism

X ′ = Spec
X

(O′)→ X.

Following Deligne–Rapoport [DR73, Definition IV.3.3], we define M1(n) to be the
normalization ofMell inM1(n) andM0(n) to be the normalization ofMell inM0(n).
Note that there also exist moduli interpretations, for example as in [Con07].

The following lemma essentially says that any reasonable compactification ofM1(n)
must be M1(n).

Lemma 4.2. Let f : Y → X be a quasi-compact and quasi-separated map of Deligne–
Mumford stacks (over some base scheme S). Let f : Y → X be a finite morphism from
a normal Deligne–Mumford stack (over S) such that Y ⊂ Y is a dense open substack
and f |Y = f . Then Y → X is the normalization of X in Y .

Proof. It is easy to see that f : Y → X is the normalization of X in Y if and only if
Y ×X U → U is the normalization of U in Y ×X U for every morphism U → X for
an affine scheme U . Thus, we can assume that X = SpecA and Y = SpecB are affine
schemes. Set C = f∗OY (X). Then we have to show that B is the integral closure of A
in C. As A → B is finite, all elements of B are integral over A so that we just have
to check that B is integrally closed in C. But B is even integrally closed in its fraction
field as B is normal and C is inside the fraction field of B as Y ⊂ Y is dense. �

The following result is well-known (see e.g. [LN14]), but has to the knowledge of the
authors not appeared with full proof in print.

Proposition 4.3. We have equivalences

M1(3) ' SpecZ
[

1
3

]
[a1, a3][∆−1]/Gm

M1(3) ' Spec(Z
[

1
3

]
[a1, a3] \ {0})/Gm = P

Z
[

1
3

](1, 3)

Here,

• the Gm-action on SpecZ
[

1
3

]
[a1, a3] is induced by the grading with |a1| = 1 and

|a3| = 3,
• all the quotients are meant to be stack quotients,
• ∆ = a3

3(a3
1 − 27a3),

• {0} denotes the common vanishing locus of a1 and a3

• P
Z
[

1
3

](1, 3) is the notation for the weighted (stacky) projective line with weights

1 and 3.

Proof. The first equivalence follows from [MR09, Proposition 3.2].
Set A = Z

[
1
3

]
[a1, a3]. The equality P

Z
[

1
3

](1, 3) = (SpecA \ {0})/Gm is just the

definition of the weighted projective line. This is a proper and smooth Deligne–Mumford
stack over SpecZ

[
1
3

]
by [Mei13, Proposition 2.1, Remark 2.2]. Note furthermore that

M1(3) ⊂ P
Z
[

1
3

](1, 3) is a dense open substack.
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To check that P
Z
[

1
3

](1, 3) is the normalization ofMell inM1(n), we need to construct

a finite morphism

P
Z
[

1
3

](1, 3)→M
[

1
3

]
that extends the morphism

M1(3)→Mell

[
1
3

]
⊂Mell

[
1
3

]
.

The equation y2 +a1xy+a3y = x3 defines a cubic curve over SpecA/Gm. We want to
show that this equation actually defines a generalized elliptic curve E over P

Z
[

1
3

](1, 3).

For this, we have to check that for no map f : Spec k → P
Z
[

1
3

](1, 3) for k a field (of

characteristic 6= 3), the pullback f∗E has a cusp. Equivalently, we have to show that
for any values a1, a3 ∈ k for which c4 = a4

1− 24a1a3 and ∆ = a3
3(a3

1− 27a3) vanish, also
a1 and a3 vanish. First observe that if c4 = ∆ = 0, then a1 = 0 implies a3 = 0 and vice
versa. If ∆ = 0, either a3 = 0 or a3

1 = 27a3. In the second case, 27a1a3 = a4
1 = 24a1a3

and thus a1 = 0 or a3 = 0.
Thus, we obtain a map p : SpecA/Gm → Mcub

[
1
3

]
to the moduli stack of cubic

curves that restricts to a map P
Z
[

1
3

](1, 3) →Mell

[
1
3

]
, which in turn extends the map

M1(3)→Mell

[
1
3

]
⊂Mell

[
1
3

]
.

As computed in the beginning of Section 7 of [Bau08], the map p is surjective and
we have SpecA/Gm ×Mcub

SpecA/Gm ' (SpecA[s, t]/(f, g))/Gm, where f and g are
polynomials in s and t such that A[s, t]/(f, g) is a finite flat A-module. As finiteness
can be checked after fpqc-base change, the map p is finite and hence also its restriction
P
Z
[

1
3

](1, 3)→Mell

[
1
3

]
, which is the base change p×

Mcub

[
1
3

]Mell

[
1
3

]
. Thus, the result

follows by Lemma 4.2. �

By checking the gradings, we see that p∗ω ∼= O(1) for p : P
Z
[

1
3

](1, 3)→Mell

[
1
3

]
the

restriction of the morphism constructed in the proof above. (Here, ω denotes as usual
the line bundle π2Otop on Mell.) Thus, we have

Hs(M1(3);ω⊗∗) ∼=


Z
[

1
3

]
[a1, a3] for s = 0

Z
[

1
3

]
[a1, a3]/(a∞1 , a

∞
3 ) for s = 1

0 for s ≥ 2

as shown, for example, in [Mei13, Proposition 2.5]. Here, Z
[

1
3

]
[a1, a3]/(a∞1 , a

∞
3 ) denotes

the Z
[

1
3

]
[a1, a3]-torsion module with Z

[
1
3

]
-basis given by the monomials 1

ai1a
j
3

, i, j ≥ 1.

Thus, the descent spectral sequence for Tmf1(3) collapses. In particular, we see that
π∗tmf1(3) = Z

[
1
3

]
[a1, a3].

4.2. RO(C2)-graded homotopy of tmf1(3). Our goal in this subsection is to under-
stand the C2-equivariant RO(C2)-graded homotopy groups of tmf1(3). We will compute
this via an RO(C2)-graded homotopy fixed point spectral sequence. This can be de-
scribed for a general group G, and we start with a brief description of this.
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4.2.1. The RO(G)-graded homotopy fixed point spectral sequence. If V is a virtual rep-
resentation of G, then by tracing through the adjunctions, we see that

πGV F (EG+, X) ∼= [SV ∧ EG+, X]G ∼= πG0 F (EG+, S
−V ∧X).

The skeletal filtration of EG then gives us a spectral sequence computing these. More-
over, if E is a homotopy ring spectrum, we have a natural multiplication map

(S−V ∧ E) ∧ (S−W ∧ E)→ S−V−W ∧ E,
and the standard argument then shows that this spectral sequence is a spectral sequence
of RO(G)-graded algebras. We summarize in the following proposition.

Proposition 4.4. If E is a G-spectrum with a multiplication up to homotopy, then
there is an RO(G)-graded spectral sequence of algebras

Es,V2 = Hs
(
G;π0(S−V ∧ E)

)
⇒ πGV−sF (EG+, E).

When G = C2 there are two important simplifications. The first allows us to identify
the E2 term more transparently:

Lemma 4.5. Let E be a C2-spectrum. Then

π∗(E ∧Sσ−1) ∼= π∗E ⊗ sgn

as C2-modules.

Proof. We have two commuting C2-actions on E ∧Sσ−1 corresponding to the two factors
and we denote the action of the non-trivial element by s and t, respectively. As the
diagonal action we are using in the lemma equals t ◦ s, it is enough to show that t acts
via sign on π∗(E ∧Sσ−1) = E∗(S

σ−1). This is true as t acts as −1 on Sσ−1. �
Corollary 4.6. If E is a C2-spectrum, then the RO(C2)-graded homotopy fixed point
spectral sequence has the form

Hs(C2;πt(E)⊗ sgnr)⇒ πC2

t−s+(σ−1)rF
(
EC2+, E

)
.

The second C2 simplification is a recasting of the RO(C2)-graded homotopy fixed
points spectral sequence in a way that allows us to read off permanent cycles. Recall
that there is a C2-equivariant map

aσ : S0 → Sσ

which is essential but for which the restriction is null. The following is undoubtedly
well-known to experts.

Lemma 4.7. The RO(C2)-graded homotopy fixed points spectral sequence for a C2-
spectrum X coincides with the aσ-Bockstein spectral sequence for X.

Proof. The map anσ fits in a cofiber sequence

S(nσ)+ → S0 anσ−→ Snσ,

where S(nσ) is the unit sphere in the representation nσ. Applying F (−, X), we deduce
a cofiber sequence of spectra

Σ−nσX
anσ−→ X → F

(
S(nσ)+, X

)
.
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The space S(nσ)+ is also the (n − 1)-skeleton of the standard model for EC2+ as the
infinite sign sphere, and the map on function spectra induced by the inclusion of the
(n− 1)-skeleton into the n-skeleton coincides with the obvious map of cofibers:

Σ−(n+1)σX
an+1
σ //

aσ

��

X //

1

��

F
(
S((n+ 1)σ)+, X

)
��

Σ−nσX
anσ

// X // F
(
S(nσ)+, X

)
.

Thus the filtration by powers of aσ and the filtration by the skeleton of EC2+ coincide.
�

4.2.2. The RO(C2)-graded homotopy groups of tmf1(3). Recall from Section 4.1 that
non-equivariantly π∗tmf1(3) ∼= Z

[
1
3

]
[a1, a3] and π∗TMF1(3) ∼= Z

[
1
3

]
[a1, a3,∆

−1] with
|a1| = 2 and |a3| = 6.

As a first step, we will determine the C2-action on these groups. By [MR09, Propo-
sition 3.4], the group C2 acts by −1 on a1 and a3 in π∗TMF1(3) and hence also in
π∗tmf1(3) (as tmf1(3) → TMF1(3) is a C2-map that is an injection on underlying
homotopy groups).

By Corollary 4.6, the RO(C2)-graded homotopy fixed point spectral sequence E2

term for tmf1(3)hC2 can be written as follows:

E∗,∗2 = Z
[

1
3

]
[aσ, u

±1
2σ , ā1, ā3]/(2aσ)

with degrees |aσ| = (−σ, 1), |u2σ| = (2− 2σ, 0), |ā1| = (1 + σ, 0) and |a3| = (3 + 3σ, 0).
We start by identifying the permanent cycles corresponding to η and ν in the Hurewicz

image in π∗tmf1(3)hC2 . By [HL13, Theorem 6.2], there is a C2-equivariant map Tmf1(3)→
KU of E∞-ring spectra into K-theory, inducing a map between the homotopy fixed point
spectral sequences for Tmf1(3)hC2 and KO ' KUhC2 . In the latter, η is of filtration
1, so it has to be of filtration ≤ 1 in the former. As the homotopy fixed point spectral
sequences of Tmf1(3)hC2 and tmf1(3)hC2 agree in nonnegative degrees, η is also filtra-
tion 1 in the homotopy fixed point spectral sequence for tmf1(3)hC2 and is detected by
aσā1.

To identify ν, we observe the following lemma:

Lemma 4.8. The composite Tmf
[

1
3

] res−−→ Tmf0(3)
tr−→ Tmf

[
1
3

]
is multiplication by 4.

Proof. This is true on the level of E2-terms of homotopy fixed point spectral sequences,
expressing Tmf0(3) and Tmf

[
1
3

]
as homotopy fixed points of Tmf(3). The Tmf

[
1
3

]
-

linear self-maps of Tmf
[

1
3

]
are in one-to-one correspondence to elements in π0Tmf

[
1
3

]
.

These are all of filtration 0 in the descent spectral sequence by [Kon12] and thus detected
by their action on π0Tmf

[
1
3

]
= H0(GL2(Z/3);π0Tmf(3)). �

As 4ν in π3Tmf
[

1
3

]
is non-zero and of filtration 3, we know that ν = res(ν) ∈

π3Tmf0(3) is of filtration ≤ 3 and non-zero. For degree reasons, it has to be detected
by the image of a3

σā3. As the homotopy fixed point spectral sequences for tmf1(3)hC2

and Tmf1(3)hC2 agree in this range, the same is true for tmf1(3)hC2 .

Corollary 4.9. The classes ā1 and ā3 are permanent cycles.
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Proof. Since the homotopy fixed point spectral sequence and aσ-Bockstein spectral se-
quences coincide, we learn that if an aσ-multiple of a class is a permanent cycle, then
the class is a permanent cycle. This in particular implies to η = ā1aσ and ν = ā3a

3
σ. �

Corollary 4.10. The only generator of the E2 term for the RO(C2)-graded homotopy
fixed point spectral sequences for tmf1(3) and for Tmf1(3) which is not a permanent
cycle is u2σ.

Similarly, the transfer of any element in the underlying homotopy is a permanent
cycle. In particular, we conclude immediately that the classes

v0(k) := 2uk2σ

for k ∈ Z are all permanent cycles which generate copies of Z. These satisfy an obvious
multiplicative relation

v0(k)v0(j) = 2v0(j + k).

Next, we will determine the differentials. Note first that for degree reasons all d2k are
0 for k ≥ 1. The other differentials follow easily from work of Mahowald-Rezk [MR09].

Proposition 4.11. We have differentials

d3(u2σ) = a3
σā1

d7(u2
2σ) = a7

σā3.

The torsion produced by the first differential yields new d7-cycles:

ā1(k) := ā1u
2k
2σ,

for k ∈ Z. These also participates in the expected multiplicative relations:

ā1(k)ā1(j) = ā1 · ā1(j + k),

ā1(j)v0(k) = ā1 · v0(k + 2j).

Remark 4.12. The classes v0(k) and ā1(j) form families exactly like the families v0(k)
and v1(j) described by Hu-Kriz is the computation of the homotopy of BPR.

There is no room for further differentials in E8, which is the subalgebra of

Z
[

1
3

]
[aσ, u2σ, ā1, ā3]/(2aσ, ā1a

3
σ, ā3a

7
σ)

generated by aσ, ā1, ā3, v0(1), v0(2), v0(3), ā1(1) and u±4
2σ . So this is also the E∞-term.

Observe that there can be no additive extension issues for degree reasons. Also for
degree reasons, we have no hidden multiplicative extensions. Thus, we get the following
explicit presentation of the homotopy groups:

Theorem 4.13. We have

πC2
F F

(
EC2+, tmf1(3)

) ∼= Z
[

1
3

]
[aσ, u

±4
2σ , ā1, ā3, v0(k), ā1(1)]/

(
aσv0(k), a3

σ

(
ā1, ā1(1)

)
, a7
σā3,

v0(k + 4) = v0(k)u4
2σ, ā1(k + 2) = ā1(k)u4

2σ, v0(k)v0(j) = 2v0(j + k),

ā1(k)ā1(j) = ā1ā1(j + k), ā1(j)v0(k) = ā1v0(k + 2j)
)
.
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Remark 4.14. We have πC2
a+bσF (

(
EC2+, tmf1(3)

) ∼= πC2
a+bσtmf1(3) for all a, b ≥ 0 and

πC2
a+bσtmf1(3) = 0 for a < 0 and a+ b < 0; this follows from the cofiber sequence

Sa+(b−1)σ → Sa+bσ → Sa+b ∧(C2)+.

Is it possible, but more complicated, to describe also the other homotopy groups.

Corollary 4.15. The spectrum tmf1(3) is strongly even as a C2-spectrum. In particu-
lar, it is Real orientable and thus a form of BPR〈2〉.
Proof. It is immediate from 4.13 and the remark thereafter that tmf1(3) is even as a
C2-spectrum and also that the Mackey functor πkρtmf1(3) is constant for all k ∈ Z. The
map BP∗ → tmf1(3)∗ induced by the p-typification of the formal group law associated
to the Weierstrass equation y2 + a1xy + a3y = x3 sends the Hazewinkel generators v1

and v2 exactly to a1 and a3. This implies that tmf1(3) is a form of BPR〈2〉. �

This implies actually the following strengthening of a result by Romie Banerjee in
[Ban14]:

Corollary 4.16. After 2-completion, there is an (additive) equivalence tmf1(3)[ā−1
3 ] '

ER(2). For concreteness, ER(2) means here the one defined by the Hazewinkel gener-
ators.

Proof. By the main result of [AL15], there is after 2-completion an equivalence tmf1(3) '
BP 〈2〉 of underlying spectra, where BP 〈2〉 is, say, the form of BP 〈2〉 defined by killing
the Hazewinkel generators v3, v4, . . . from BP . This induces an equivalence after 2-
completion of the underlying spectra tmf1(3)[a−1

3 ] ' E(2).
By Proposition 2.12, the result follows. �

Conjecturally, this holds also before 2-completion.

4.3. The relationship between tmf1(3), Tmf1(3) and TMF1(3). The following is
proven in [MM15, Theorem 7.12].

Proposition 4.17. The map Tmf0(3)→ Tmf1(3) is a faithful C2-Galois extension in
the sense of Rognes.

By [Rog08, Proposition 6.3.3], this implies that the norm map Tmf1(3)hC2 → Tmf1(3)hC2

is an equivalence. Equivalently, ΦC2Tmf1(3) ' Tmf1(3)tC2 ' ∗ as Tmf1(3) is cofree.
By [HHR09, Corollary 10.6], it follows that every Tmf1(3)-module spectrum is cofree.

Lemma 4.18. Given a C2-spectrum X, its geometric fixed points ΦC2X can be computed
as the C2-fixed points of

X[a−1
σ ] = hocolim

(
X ∼= S0 ∧X aσ ∧ id−−−−→ Sσ ∧X aσ ∧ id−−−−→ S2σ ∧X aσ ∧ id−−−−→ · · ·

)
.

Proof. We have ΦC2X ' (ẼP ∧X)C2 , where ẼP is a contractible pointed space such

that ẼPC2 ' S0. A model for ẼP is

S∞σ = hocolim
(
S0 aσ−→ Sσ

aσ−→ S2σ aσ−→ · · ·
)
. �
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Lemma 4.19. Let f be a homogeneous polynomial in ā1 and ā3 of positive degree. Then

tmf1(3)[f
−1

]→ Tmf1(3)[f
−1

]

is an equivalence.

Proof. For some k > 0, we have a7
σf

k
= 0 in πFF ((EC2)+, tmf1(3)) and |a7

σf
k| positive.

Thus also a7
σf

k
= 0 in πC2

F tmf1(3) and ΦC2(tmf1(3)[f
−1

]) = 0. By [HHR09, Corollary

10.6], tmf1(3)[f
−1

] is then cofree. Thus, we have only to show that tmf1(3)[f
−1

] →
Tmf1(3)[f

−1
] is an equivalence of underlying spectra. As every element of negative

degree in πu∗Tmf1(3) is killed by a1 and a3, the result follows. �

Lemma 4.20. Let f be a homogeneous polynomial in ā1 and ā3 of positive degree.
Denote by D(f) the non-vanishing locus of the underlying element f ∈ H0(M1(3);ω∗).
Then there is an equivalence

Tmf1(3)[f
−1

]→ Otop(D(f))

of C2-spectra.

Proof. Note first that D(f) is C2-invariant as f2 is an invariant section. There is a
C2-map of ring spectra Tmf1(3) = Otop(M1(3)) → Otop(D(f)). The image of f is
invertible as it is detected by fuk2σ for some k and f and u2σ are invertible. Thus, we
get an induced map

Tmf1(3)[f
−1

]→ Otop(D(f))

of C2-spectra.
By [MM15, Theorem 7.2] and the proof of [MM15, Theorem 7.12], the global sections

functor
Γ: QCoh(M1(3),Otop)→ Tmf1(3) -mod

is an equivalence.1 Thus, we can apply [MM15, Lemma 3.20] to see that

Tmf1(3)[f
−1

]→ Otop(D(f))

is an equivalence of underlying spectra. As both spectra are cofree, the result follows.
�

This applies in particular to f = ∆. Thus,

tmf1(3)[∆−1] ' Tmf1(3)[∆
−1

] ' TMF1(3)

as C2-spectra (with ∆ = a3
3(a1

3 − 27a3)). In particular, TMF1(3) is strongly even.
Thus, Theorem 2.5 implies:

Proposition 4.21. The C2-spectrum TMF1(3) is Real Landweber exact in the sense
that there is a natural isomorphism

MRF(X)⊗MU2∗ TMF1(3)2∗ → TMF1(3)F(X)

for all C2-spectra X.

1We only really need that Γ commutes with homotopy colimits. As observed in the proof of [MM15,

Proposition 3.8], this is automatic when the stack has finite cohomological dimension as M1(3) does.
This circumvents the use of most of the heavy machinery in [MM15].
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The following fiber square will be useful later.

Proposition 4.22. We have a fiber square

Tmf1(3) //

��

tmf1(3)[ā−1
1 ]

��
tmf1(3)[ā−1

3 ] // tmf1(3)[(ā1ā3)−1]

Proof. The square

M1(3) D(a1)oo

D(a3)

OO

D(a1a3)

OO

oo

induces a fiber square

Otop(M1(3)) //

��

Otop(D(a1))

��
Otop(D(a3)) // Otop(D(a1a3))

(1)

as

M1(3) ' P
Z
[

1
3

](1, 3) = D(a1) ∪D(a3)

and Otop is a sheaf (see [MM15, Appendix B]).
By the last two lemmas, this is equivalent to

Tmf1(3) //

��

tmf1(3)[ā−1
1 ]

��
tmf1(3)[ā−1

3 ] // tmf1(3)[(ā1ā3)−1]

as a square of C2-spectra. �

5. Slices and Anderson Dual

5.1. Slices. We can apply the computations of the regular representation homotopy
groups of tmf1(3) and its localizations to determine their slices.

Since all of the odd slices vanish and the even slices are regular representation sus-
pensions of HZ

[
1
3

]
, the homotopy groups “near multiples of regular representations”

are easy to compute since the slice spectral sequence is especially simple here.
As a bit of notation, if R is a graded localization of a polynomial ring, let Mn(R)

denote the monic monomials of degree n in R. Then Lemma 3.7 implies:

Corollary 5.1. Let M be one of tmf1(3), tmf1(3)[ā−1
1 ], tmf1(3)[ā−1

3 ], or tmf1(3)[(ā1ā3)−1].
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For all k, we have

πkρ+1M = G · {M2k+2(πu∗M)},
πkρM = Z

[
1
3

]
{M2k(π

u
∗M)},

πkρ−1M = 0, and

πkρ−2M = Z
[

1
3

]
− {M2k−2(πu∗M)}.

Similarly, naturality of the slice spectral sequence implies that we understand the
effect of the localization maps on homotopy groups in dimensions kρ− 2, . . . , kρ+ 1.

Corollary 5.2. For k ∈ Z and for j = −2, . . . , 1, the localization maps

πkρ+jtmf1(3)[ā−1
i ]→ πkρ+jtmf1(3)[(ā1ā3)−1]

are induced by the obvious inclusions of graded pieces of these graded rings.

Remark 5.3. We could also have read off these results from the homotopy fixed point
spectral sequence, but the slice spectral sequence approach is both more conceptual and
is easier for Mackey functor computations.

We want now to compute the slices of Tmf1(3). To that purpose, we denote by
M [ā1, ā3] the monic monomials in Z

[
1
3

]
[ā1, ā3].

Proposition 5.4. The associated slice graded to Tmf1(3) is∨
P∈M [ā1,ā3]

S|P | ∧HZ
[

1
3

]
∨

∨
P∈M [ā1,ā3]

S−|P |−4ρ−1 ∧HZ
[

1
3

]
.

Proof. Since the slice (−1)-connective cover is the ordinary (−1)-connective cover, the
non-negative slices of Tmf1(3) are those of its connective cover tmf1(3).

For the remaining slices, we use Propositions 3.1 and 3.5. The long exact sequence
in homotopy associated to the fiber square 4.22 and Corollary 5.1 identify the needed
homotopy groups. For k < 0, let Rk denote the degree 2k piece of

Z
[

1
3

]
[a±1

1 , a±1
3 ]/

(
Z
[

1
3

]
[a±1

1 , a3] + Z
[

1
3

]
[a1, a

±1
3 ]
)
.

We then have isomorphisms

πkρTmf1(3) = G⊗Rk
and

πkρ−1Tmf1(3) = Z⊗Rk.
The functor P 0 applied to the Mackey functor G yields zero, so we conclude by Propo-
sition 3.5 that there are no negative even slices, and and by Proposition 3.1 that all of
the negative odd slices are of the desired form. �

This allows us to compute the E2-term of the slice spectral sequence

Es,t2 = πC2
t−sP

t
t Tmf1(3)⇒ πC2

t−sTmf1(3),
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where P tt denotes the t-slice of Tmf1(3). For t ≥ 0 even, we get:

πC2
t−sP

t
t Tmf1(3) =

⊕
P∈M [ā1,ā3] 1

2 tρ

πC2
t−sS

1
2
tρ ∧HZ

[
1
3

]
=

⊕
P∈M [ā1,ā3] 1

2 tρ

HC2
t−s

(
S

1
2
tρ,Z

[
1
3

])
=

⊕
P∈M [ā1,ā3] 1

2 tρ

HC2
1
2
t−s

(
S

1
2
tσ,Z

[
1
3

])
By [HHR09, Example 3.16], we have:

HC2
1
2
t−s

(
S

1
2
tσ,Z

[
1
3

])
=


Z
[

1
3

]
if t− s divisible by 4 and s = 0

Z/2 if 0 < s ≤ t− s and (t− s)− s divisible by 4

0 else

Similarly, one can reduce the computation for t < 0 to Bredon cohomology and use
that

Hk
C2

(
Sdσ,Z

[
1
3

])
=


Z
[

1
3

]
if d even and k = d

Z/2 if k odd and 1 < k ≤ d
0 else

In the chart on the next page, the unboxed number n denotes n copies of Z/2, a box
denotes a copy of Z

[
1
3

]
and a boxed n denotes n copies of Z

[
1
3

]
. The vertical coordinate

is s and the horizontal one is t− s.

5.2. Anderson Duality. Let G be a finite group. For an injective abelian group J ,
the functor

(genuine) G− Spectra→ graded abelian groups, X 7→ HomZ(πG−∗X, J)

is representable by a G-spectrum IJ , as follows from Brown representability. If A is an
abelian group and A → J0 → J1 an injective resolution, we define the G-spectrum IA
to be the fiber of IJ0 → IJ1 . Given a G-spectrum X, we define its A-Anderson dual
IAX by F (X, IA). It satisfies for all k ∈ Z the following functorial short exact sequence:

0→ Ext1
Z(πG−k−1X,A)→ πGk IAX → HomZ(πG−kX,A)→ 0

For G = {e} we get non-equivariant Anderson duality as explored in [Sto12]. If G is
(possibly) non-trivial, denote by AG the Burnside category, by which we mean the full
subcategory of Ho(SpG) on the cosets Σ∞(G/H)+. Precomposing for a G-spectrum X
with the functor

AG → SpG, Σ∞(G/H)+ 7→ Σ∞(G/H)+ ∧X
we see that the short exact sequence above refines to a short exact sequence of Mackey
functors

0→ Ext1
Z(π−k−1X,A)→ πkIAX → HomZ(πG−kX,A)→ 0.
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Figure 1. The slice spectral sequence for Tmf1(3).
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By smashing X with representation spheres, we see that it even refines to an RO(G)-
graded sequence. Equivariant Anderson duality in the case G = C2 has been explored
in some detail in [Ric14].

One reason to be interested in Anderson (self) duality is the universal coefficient
sequence, relating homology and cohomology, which we will state for simplicity only
non-equivariantly. Let E be a spectrum, X be another spectrum and A be an abelian
group. Then IA(X ∧E) ' F (X, IAE) implies the short exact sequence

0→ Ext1
Z(Ek−1X,A)→ (IAE)kX → HomZ(EkX,A)→ 0.

In particular, Anderson self-duality implies useful universal coefficient theorems; for
example, IZKO ' Σ4KO implies one of the main theorems of [And70].

Our goal in this section is to compute the Z
[

1
3

]
-Anderson dual of Tmf1(3) as a C2-

spectrum and then deduce a computation of the Z
[

1
3

]
-Anderson dual of Tmf0(3).

Observe that HZ∗ ' S4−2ρ ∧HZ. Thus, Proposition 5.4 implies that the associated
slice graded of Tmf1(3) is∨

P∈M [ā1,ā3]

S|P | ∧HZ
[

1
3

]
∨

∨
P∈M [ā1,ā3]

S−|P |−2ρ−5 ∧HZ
[

1
3

]∗
.

This suggests the following theorem:

Theorem 5.5. There is a C2-equivariant equivalence I
Z
[

1
3

]Tmf1(3) ' Σ5+2ρTmf1(3).

To prove this, we will start with two lemmas.

Lemma 5.6. We have non-equivariantly I
Z
[

1
3

]Tmf1(3) ' Σ9Tmf1(3).

Proof. For shortness, we will write R = Tmf1(3).
By 4.3, the moduli stackM1(3) is equivalent to the weighted projective stack P(1, 3) =

P
Z
[

1
3

](1, 3) and the sheaf ω on M1(3) corresponds to O(1) on P(1, 3). This weighted

projective stack has Serre duality in the sense that there is a class D = 1
a1a3

∈
H1(P(1, 3);O(−4)) such that

Hs(P(1, 3);F)⊗H1−s(P(1, 3);F∗ ⊗O(−4))→ H1(P(1, 3);O(−4)) ∼= Z
[

1
3

]
·D

is a perfect pairing for s = 0, 1 for an arbitrary coherent sheaf F .
As P(1, 3) has cohomological dimension 1, the element D is a permanent cycle in the

descent spectral sequence for R = Tmf1(3) and is represented by a unique element in
π−9R ∼= Z

[
1
3

]
, which we will also denote by D. Denote by δ the element in π9IZ

[
1
3

]R
with φ(δ)(D) = 1, where φ : π9IZ

[
1
3

]R ∼=−→ Hom(π−9R,Z
[

1
3

]
). The element δ induces a

R-linear map δ̂ : Σ9R→ I
Z
[

1
3

]R.
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−9 −7 −5 −3 −1 1 3
−4

−2

0

2

�δ� �

Figure 2. The E2-term of the Slice Spectral Sequence for πk−2ρTmf1(3)

We obtain a commutative diagram

πk−9R⊗ π−kR
δ̂∗⊗id //

��

πkIZ
[

1
3

]R⊗ π−kR ∼=
φ⊗id // Hom(π−kR,Z

[
1
3

]
)⊗ π−kR

��
π−9R

φ(δ)

∼=
// Z
[

1
3

]
The left vertical map is a perfect pairing because of Serre duality (as described above),

as is the right vertical map by definition. Thus, the map δ̂∗ : πk−9R → πkIZ
[

1
3

]R is an

isomorphism for all k. This shows that δ̂ is an equivalence. �

The following key lemma uses our information about the slices of Tmf1(3):

Lemma 5.7. The transfer

π−9Tmf1(3) = πu−5−2ρTmf1(3)→ πC2
−5−2ρTmf1(3)

is an isomorphism.

Proof. The slice spectral sequence for Σ2ρTmf (as shown in Figure 2, dots meaning the
Mackey functor G and boxtimes meaning Z∗) gives an isomorphism of Mackey functors

π−5−2ρTmf1(3) ∼= π−5−2ρS
−4ρ−1 ∧HZ

[
1
3

] ∼= H2(S2σ;Z
[

1
3

]
) ∼= Z

[
1
3

]∗
. �

Proof of Theorem. Consider the commutative diagram

πC2
5+2ρIZ

[
1
3

]Tmf1(3)

res

��

// // Hom(πC2
−5−2ρTmf1(3),Z

[
1
3

]
)

res=tr∗∼=
��

π9IZ
[

1
3

]Tmf1(3)
∼= // Hom(π−9Tmf1(3),Z

[
1
3

]
)

By the last lemma, tr∗ is an isomorphism. This implies that we can refine the element
δ ∈ π9IZ

[
1
3

]Tmf1(3) corresponding to the equivalence Σ9Tmf1(3) → I
Z
[

1
3

]Tmf1(3)
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from Lemma 5.6 to an element δ̃ ∈ πC2
5+2ρIZ

[
1
3

]Tmf1(3). This induces a C2-equivariant

Tmf1(3)-linear map

Σ5+2ρTmf1(3)→ I
Z
[

1
3

]Tmf1(3)

that is an equivalence of underlying spectra. By the discussion after Proposition 4.17,
Tmf1(3) and I

Z
[

1
3

]Tmf1(3) are cofree C2-spectra. Thus, the theorem follows. �

This allows us also to compute the Anderson dual of Tmf0(3). As in [Sto12], we will
use the following lemma:

Lemma 5.8. Let A be an abelian group and X be a spectrum with an action by a finite
group G. Assume that the norm map XhG → XhG is an equivalence. Then there is an
equivalence (IAX)hG ' IA(XhG).

Proof. We have the following chain of equivalences:

(IAX)hG ' F (X, IA)hG ' F (XhG, IA) ' F (XhG, IA) ' IA(XhG) �

By Proposition 4.17, we get:

Corollary 5.9. There is an equivalence I
Z
[

1
3

]Tmf0(3) ' (Σ5+2ρTmf1(3))hC2.

6. The Picard Groups

In this section we will compute the Picard groups of TMF0(3), Tmf0(3) and related
spectra. We recommend to have a look at [MS14] as it contains a good introduction to
Picard groups and our techniques are very similar to theirs.

6.1. Generalities. If C is a monoidal (∞-)category, we denote by Pic(C) the (possibly
large) group of isomorphism classes of invertible spectra. If C is a monoidal∞-category,
we denote by Pic(C) the maximal∞-subgroupoid (Kan complex) of the full subcategory
of invertible objects. Clearly, π0Pic(C) ∼= Pic(Ho(C)). If C is a symmetric monoidal
∞-category, Pic(C) inherits the structure of a group-like E∞-space; thus, there is a
connective spectrum pic(C) with Ω∞pic(C) ' Pic(C).

Given an E2-ring spectrum R, its ∞-category R -mod of (left) R-modules has the
structure of a monoidal ∞-category ([Lur14, Proposition 7.1.2.6]). We define the Pi-
card group Pic(R) of R to be Pic(Ho(R -mod)) and the Picard space Pic(R) to be
Pic(R -mod). If R is an E∞-ring spectrum, then R -mod is even a symmetric monoidal
∞-category. We define then pic(R) to be pic(R -mod).

For us, a derived stack will be a pair X = (X,Otop), where X is a Deligne–Mumford
stack and Otop is a sheaf of even-periodic E∞-ring spectra with π0Otop isomorphic to
the structure sheaf OX of X. For example, X might be a moduli stack of elliptic curves.
For a derived stack X = (X,Otop), we write Pic(X ) etc. for the Picard group, space
or spectrum of the symmetric monoidal ∞-category of quasi-coherent Otop-modules
QCoh(X ) on X . For a short treatment of quasi-coherent sheaves in this context see
[MM15, Section 2.3] and for a full-blown treatment see [Lur11b].
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Definition 6.1. We call a derived stack X = (X,Otop) 0-affine if the global sections
functor

Γ: QCoh(X )→ Otop(X) -mod

is an equivalence of symmetric monoidal ∞-categories.

Clearly, pic(X ) ' pic(Otop(X)) if X is 0-affine. It was shown in [MM15] that the
(compactified) moduli stack of elliptic curves with arbitary level structure together
with its derived structure sheaf Otop is 0-affine.

The following Mayer–Vietoris principle will be useful later.

Lemma 6.2. Let X = (X,OX ) be a 0-affine derived stack and U, V ⊂ X be a covering
by open substacks. Then we have a long exact sequence

· · · → GL1π0OX (U∩V )→ Pic(OX (X))→ Pic(OX (U))×Pic(OX (V ))→ Pic(OX (U∩V )).

The boundary map GL1π0OX (U ∩ V ) → Pic(OX (X)) can be described as follows: An
element of GL1π0OX (U ∩ V ) corresponds to an OX -linear self-equivalence of OX |U∩V .
Gluing OX |U and OX |V along this self-equivalence gives an invertible OX -module on X.

Proof. As shown in [MS14, Section 3.1], the presheaf Pic defined by

Pic(SpecR→M1(3)) = Pic(Otop(SpecR→M1(3))

(where SpecR→M1(3) is étale) is actually a sheaf. Thus, we have a homotopy pullback
square

Pic(X,OX ) //

��

Pic(U,OX |U )

��
Pic(V,OX |V ) // Pic(U ∩ V,OX |U∩V )

The identification of these Picard spaces with those of OX (X) etc. follows from the fact
that X, U , V and U ∩ V are 0-affine (see [MM15, Proposition 3.27]). This fiber square
induces then the long exact sequence in the lemma. The identification of the boundary
map follows directly from the usual description of the map

GL1OX (U ∩ V ) ' ΩPic(OX (U ∩ V ))→ Pic(OX (U))×hPic(OX (U∩V )) Pic(OX (V )). �

Let now A → B be a faithful G-Galois extension in the sense of [Rog08]. Then by
[MS14, Section 3.3], we have the following theorem:

Theorem 6.3. There is an equivalence pic(A) ' τ≥0pic(B)hG.

There is also another equivariant interpretation of the Picard group of A if A→ B is
a faithful G-Galois extension. View B ' F (EG+, B) as a cofree G-spectrum. Denote
the category of equivariant B-modules by G-B -mod. As B is cofree and A → B is a
faithful Galois extension, ΦGB ' BtG is contractible. By [HHR09, Corollary 10.6] every
(equivariant) B-module is thus cofree again. Therefore, a map in G-B -mod is a weak
equivalence if it is an underlying weak equivalence. It is then a consequence of Galois
descent in the form [Mei12, Lemma 6.1.4, Proposition 6.2.6] that there is a monoidal
equivalence Ho(A -mod) ' Ho(G-B -mod). Thus, Pic(R) ∼= Pic(Ho(G-B -mod)), the
group of equivariant invertible B-modules. We will denote the latter group by PicG(B).
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6.2. A generalized Baker–Richter theorem. Baker and Richter proved in [BR05]
that the Picard group of an E∞-ring spectrum R is completely algebraic if R is even
periodic and π0R is a regular complete local ring. This applies, for example, to the
Lubin–Tate spectra En. Mathew and Stojanoska generalized this in [MS14] by drop-
ping the condition that π0R is complete and local (and also weakened the periodicity
requirement). The main purpose of this subsection is to show that the assumption of
periodicity is superfluous.

Let R be an E2-ring spectrum. Let L be an invertible π∗R-module. Then L is
projective over π∗R. Thus, there is an R-module L with π∗L ∼= L and this module L is
well-defined up to isomorphism in Ho(R -mod). This defines a map Pic(π∗R)→ Pic(R).
By the degenerated Künneth spectral sequence, this is a homomorphism.

Let R∗ be a commutative graded ring. By an element x ∈ R∗ we will always mean
a homogeneous element and by an ideal I ⊂ R∗ we will always mean a homogeneous
ideal. We call R∗ local if it has a unique maximal ideal m. We call a graded local ring
regular if the maximal ideal is generated by a finite regular sequence. We call a graded
local ring complete if the map R∗ → limk R/m

k is an isomorphism. We call an arbitrary
commutative graded ring regular if every localization of it at a prime ideal is regular.

We have the following generalization of [BR05, Theorem 38].

Theorem 6.4. Let R be an E2-ring spectrum. Assume that π∗R is concentrated in even
degrees and regular. Then the morphism Pic(π∗R)→ Pic(R) is an isomorphism.

This is not really new as this generalization is just a combination of [BR05, Remark
39] and [MS14, Theorem 2.4.6]. We will sketch a proof anyhow as we introduce one
simplification, avoiding the use of obstruction theory for A∞-structures.

Let M be an invertible R-module with M ∧RN ' R for some R-module N . It is
enough to show that π∗M is a projective π∗R-module. For this, it is enough to show that

the completion (̂π∗M)m is a projective π̂∗Rm-module for every maximal ideal m ⊂ π∗R.

The theory from [Lur11a, Section 4.2] implies that there is actually an R-module M̂m

with π∗M̂m
∼= (̂π∗M)m.2 We have M̂m ∧R N̂m ' R̂m by [Lur11a, Remark 4.2.6].

Let x1, . . . , xn be a regular sequence generating m. Consider the R̂m-module R̂m/x,
obtained by killing the regular sequence x1, . . . , xn. By [EKMM97, Theorem V.2.6]3

R̂m/x has the structure of an R-ring spectrum in the sense that there exists a map

R̂m/x∧R̂m
R̂m/x→ R̂m/x

that is unital up to homotopy.4 For an arbitrary R̂m-module X, set X/x = X ∧
R̂m

R̂m/x.

Claim 6.5. The map

π∗(X1/x)⊗
π∗R̂m/x

π∗(X2/x)→ π∗((X1 ∧R̂m
X2)/x)

2Lurie only considers ideals in π0R, but the theory also works for homogeneous ideals in π∗R under
our assumptions.

3While the source states the result only for E∞-ring spectra, the same proof works also for E2-ring
spectra.

4For our argument, this naive result suffices, while Baker and Richter use that R̂m/x has an A∞-
structure.
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is an isomorphism for all R̂m-modules X1 and X2.

Proof. This is clearly true if X1 = R̂m. Both sides are homological in X1 – as π∗(R̂m/x)
is a graded field – and compatible with arbitrary coproducts. Thus, it is true for all

X1 ∈ R̂m -mod. �

In particular π∗(M̂m/x) is in the Picard group of π∗(R̂m/x). Thus, π∗(M̂m/x) is a

free π∗R̂m/x-module of rank 1.

As in [BR05], one can show that π∗(M̂m/(x
i1
1 , . . . , x

in
n )) is a cyclic π∗R̂m-module for

i1, . . . , in ≥ 1, using the Nakayama lemma for graded rings. Using the completeness of

π∗R̂m, one can show as in [BR05] that π∗M̂m is a shift of π∗R̂m. In particular, π∗M̂m is

projective over π∗R̂m as we wanted to show.

6.3. The case of TMF1(3) and Tmf1(3).

Lemma 6.6. We have isomorphisms

PicTMF1(3) ∼= Z/6

Pic tmf1(3)[a−1
1 ] ∼= Z/2

Pic tmf1(3)[a−1
3 ] ∼= Z/6

Pic tmf1(3)[a−1
1 ā−1

3 ] ∼= Z/2

In all the cases, all the invertible modules are equivalent to suspensions of the ground
ring spectrum.

Proof. We will just prove the lemma for TMF1(3) – the other cases are analogous. By
Theorem 6.4, PicTMF1(3) ∼= Pic(π∗TMF1(3)). A graded π2∗TMF1(3)-module is an
equivalent datum to a quasi-coherent sheaf on M1(3) ' SpecZ

[
1
3

]
[a1, a3][∆−1]/Gm.

Thus, there is a short exact sequence

0→ Pic(M1(3))→ Pic(π∗TMF1(3))→ Z/2→ 0.

Given a line bundle L on M1(3), we can extend it to the weighted projective stacky
line M1(3). Indeed, by [Mei13, Lemma 3.2], we can extend L to a reflexive sheaf on
M1(3) and every reflexive sheaf of rank 1 is a line bundle by [Har80, Proposition 1.9].
Every line bundle on a weighted projective stacky line is of the form O(k) for some
k ∈ Z as can be seen, for example, along the lines of [Mei13, Proposition 3.4].

As a3 is invertible on M1(3), it defines a trivialization of O(3)|M1(3). We see that

Pic(M1(3)) ∼= Z/3.

As the subgroup of PicTMF1(3) spanned by the ΣkTMF1(3) is isomorphic to Z/6, the
lemma follows. �
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Proposition 6.7. The extensions

TMF0(3)→ TMF1(3)

(tmf1(3)[ā−1
1 ])hC2 → tmf1(3)[ā−1

1 ]

(tmf1(3)[ā−1
3 ])hC2 → tmf1(3)[ā−1

3 ]

(tmf1(3)[ā−1
1 ā−1

3 ])hC2 → tmf1(3)[ā−1
1 ā−1

3 ]

are faithful C2-Galois extensions in the sense of Rognes.

Proof. We obtain these maps of E∞-ring spectra by applying Otop to the following
C2-Galois covers of stacks

M1(3)→M0(3)

D(a1)→ D(a1)/C2

D(a3)→ D(a3)/C2

D(a1a3)→ D(a1a3)/C2

as follows from the results in Section 4.3. By the main result of [MM15], the derived
stack (Mell,Otop) is 0-affine and by [MM15, Proposition 3.28] the same is true for
the targets of the above four Galois covers. Then [MM15, Theorem 5.6] implies the
result. �

Theorem 6.8. We have isomorphisms

PicC2 TMF1(3) ∼= Pic(TMF0(3)) ∼= Z/48

PicC2 tmf1(3)[ā−1
1 ] ∼= Pic((tmf1(3)[ā−1

1 ])hC2) ∼= Z/8

PicC2 tmf1(3)[ā−1
3 ] ∼= Pic((tmf1(3)[ā−1

3 ])hC2) ∼= Z/48

PicC2 tmf1(3)[ā−1
1 ā−1

3 ] ∼= Pic((tmf1(3)[ā−1
1 ā−1

3 ])hC2) ∼= Z/8

In all the cases, all the (equivariant) invertible modules are equivalent to (trivial) sus-
pensions of the ground ring spectrum.

Proof. We will only prove this in the first case. The other cases are similar. The first
equivalence follows directly from Proposition 6.7 and the discussion at the end of the
previous subsection.

In the following, we will denote by HFPSS the homotopy fixed point spectral sequence
for the C2-action on TMF1(3) and differentials in it will be denoted by dHF . We
will always use the Adams convention that the k-th column consists of the groups
Hs(C2;πtTMF1(3)) with k = t− s.

We have TMF1(3) 'C2 tmf1(3)[∆
−1

] with ∆ = ā3
3(ā3

1−27ā3) by the results of Section
4.3. As ∆ is a permanent cycle, this allows us to deduce from the results of Section 4.2

all differentials in the HFPSS. For example, γ =
ā43
∆

is a permanent cycle.

It is easy to see that the (−1)-st column of the HFPSS for TMF1(3) is in cohomolog-
ical degrees ≤ 7 isomorphic to F2[γ] · b3 ⊕ F2[γ] · b7 with b3 = ā1u

−1
2σ a

3
σ of cohomological



30 MICHAEL A. HILL AND LENNART MEIER

degree 3 and b7 = ā3u
−2
2σ a

7
σ of degree 7. We have the differentials

dHF3 (γkb3) = γkb23

and

dHF7 (γkb7) = γkb27

in the HFPSS.
From the equivalence pic(TMF0(3)) ' τ≥0(pic(TMF1(3)))hC2 , we get the Picard

spectral sequence

Hs(C2;πt picTMF1(3))

that converges to πt−spicTMF0(3) for t − s ≥ 0. Differentials in it will be denoted by
dPic

The Picard group of TMF1(3) is Z/6 by Lemma 6.6 and GL1π0TMF1(3) is isomor-
phic to Z× Z/2, generated by 1

3 and −1. Thus:

πtpicTMF1(3) =


Z/6 for t = 0

Z× Z/2 for t = 1

πt−1TMF1(3) for t ≥ 2.

We are interested in the 0-th column of the Picard spectral sequence. We have

H0(C2;Z/6) = Z/6

and

H1(C2;Z× Z/2) ∼= Z/2;

for s ≥ 2 the 0-th column of the Picard spectral sequence agrees with the (−1)-st
column of the HFPSS. For an element x in the (−1)-st column of the HFPSS, denote
the corresponding element in the 0-th column of the Picard spectral sequence by x.

If x ∈ Es0,s is in cohomological degree s, then dPics (x) = dHFs (x) + x2 by [MS14,

Theorem 6.1.1]. For degree reasons, the first possible differential for γkb3 is a dPic3 and

this equals (γk + γ2k)b23. This is zero only if k = 0. Likewise for degree reasons, the

first possible differential for γkb7 is a dPic7 and this equals (γk + γ2k)b27. This is again

zero only if k = 0, so that b3 and b7 are the only permanent cycles in the 0-th column
of the Picard spectral sequence in cohomological degrees 2 ≤ s ≤ 7.

It is easy to check that each element in the (−1)-st column of the HFPSS of co-
homological degree ≥ 8 either supports a d3- or d7-differential or is hit by a d3- or
d7-differential from an element of degree ≥ 8. By [MS14, Comparison Tool 5.2.4], this
implies that all non-trivial elements in the 0-th column of the Picard spectral sequence
in cohomological degrees ≥ 8 support non-trivial differentials or are hit by differentials.

Thus, Pic(TMF0(3)) has at most 6 · 2 · 2 · 2 = 48 elements. We just need to show
that the image of the morphism

Z→ Pic(TMF1(3)), k 7→ ΣkTMF0(3)

has order 48. This follows easily from the fact that 48 is the smallest period of
π∗TMF0(3) as ∆ is not a permanent cycle in the HFPSS. �
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Question 6.9. Let E be an E2 C2-spectrum. Assume that E is strongly even and that
π∗E is a regular graded ring and an integral domain. Is under these conditions every
invertible E-module of the form SV ∧L, where V ∈ RO(C2) and L is a strongly even
E-module with π∗L ∈ Pic(π∗E)?

Note that every even projective π∗E module can be realized by a strongly even E-
module in a unique way up to homotopy, giving a well defined homomorphism

Piceven(π∗E)→ PicC2(E).

The question above could thus be restated as asking for the surjectivity of the induced
homomorphism

RO(C2)⊕ Piceven(π∗E)→ PicC2(E).

A positive answer to this question would be a Real generalization of the theorem by Baker
and Richter given here as Theorem 6.4.

We could provide a similar spectral sequence argument as above for the computation
of PicC2(Tmf1(3)), but we prefer to use a Mayer–Vietoris style argument instead. This
will demonstrate how the computation of PicC2(Tmf1(3)) follows essentially formally
from the fact that the Picard groups PicC2(tmf1(3)[ā−1

1 ]) and PicC2(tmf1(3)[ā−1
3 ]) are

generated by the suspension of the ground ring spectrum.

Theorem 6.10. The morphism

RO(C2)→ PicC2(Tmf1(3)), V 7→ SV ∧Tmf1(3)

is surjective. Its kernel is generated by 8− 8σ. Thus,

Pic(Tmf0(3)) ∼= PicC2(Tmf1(3)) ∼= Z⊕ Z/8.

Proof. By Lemmas 4.19, 4.20 and 6.2, we have an exact sequence:

GL1π
C2
0 tmf1(3)[ā−1

1 ]×GL1π
C2
0 tmf [ā−1

3 ] GL1π
C2
0 tmf1(3)[ā−1

1 ā−1
3 ]

PicC2(tmf1(3)[ā−1
1 ])× PicC2(tmf1(3)[ā−1

3 ])PicC2(Tmf1(3)) PicC2(tmf1(3)[ā−1
1 , ā−1

3 ])

f

∂

g

By Corollary 5.1, we have πC2
0 tmf1(3)[ā−1

1 ā−1
3 ] ∼= Z

[
1
3

]
[(ā3

1ā
−1
3 )±1]. Thus,

GL1π
C2
0 tmf1(3)[ā−1

1 ā−1
3 ] ∼= Z× Z× Z/2,

generated by 1
3 , ā3

1ā
−1
3 and −1 and coker(f) ∼= Z generated by [ā3

1ā
−1
3 ].

We claim that ∂(ā3
1ā
−1
3 ) ' S3ρ ∧Tmf1(3). Indeed, we have trivializations

ā3 : S3ρ ∧ tmf1(3)[ā−1
3 ]→ tmf1(3)[ā−1

3 ]

and

ā3
1 : S3ρ ∧ tmf1(3)[ā−1

1 ]→ tmf1(3)[ā−1
1 ].

Thus, we get S3ρ ∧Tmf1(3) by gluing tmf1(3)[ā−1
3 ] and tmf1(3)[ā−1

1 ] by the map ā3
1ā
−1
3

on tmf1(3)[ā−1
1 ā−1

3 ].
By Theorem 6.8, ker(g) ∼= Z/48. Furthermore, Σ8−8σTmf1(3) 'C2 Tmf1(3) as u4

2σ

is a permanent cycle. Thus, we get a commutative diagram
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0 // Z
∼=
��

3ρ // RO(C2)/(8− 8σ)

��

// RO(C2)/(8− 8σ, 3ρ) ∼= Z/48

∼=
��

// 0

0 // coker(f) // PicC2(Tmf1(3)) // ker(g) // 0

Thus, the middle map is also an isomorphism. �

Remark 6.11. Using the technique of the last proof, it seems plausible to extend Question
6.9 to certain derived stacks whose underlying stack is regular and that have a C2-action.

Remark 6.12. The map Pic(Tmf) → Pic(Tmf0(3)) is not surjective. The former has
been identified with Z⊕Z/24 in [MS14, Theorem B and Construction 8.4.2], where the
summands are generated by ΣTmf and by the global sections Otop(I). Here, I is a line
bundle on the derived compactified moduli stack of elliptic curves (Mell,Otop) obtain

by gluing Σ24Otop onMell and Σ24Otop onMell[c
−1
4 ] via the clutching function j =

c34
∆ .

We claim that the module Otop(I)∧Tmf Tmf0(3) is 2-torsion in Pic(Tmf0(3)). In-

deed, for p : M0(3)→Mell, we have for an arbitrary locally-free sheaf F on (M,Otop)
an equivalence

Γ(F)∧Tmf Tmf0(3) ' Γ(Mell;F ∧Otop p∗OtopM0(3)
)

' Γ(Mell; p∗(p
∗F ∧Otop

M0(3)

OtopM0(3)
)

' Γ(M0(3); p∗F)

In the first equivalence, we use that (M,Otop) is 0-affine and in the second we use
the projection formula. Thus, Otop(I)∧Tmf Tmf0(3) can be constructed as Otop(p∗I),

where p∗I can be constructed by an analogous gluing construction on M0(3), gluing

Σ24Otop on M0(3) and Σ24Otop on M0(3)[c−1
4 ] via the clutching function j =

c34
∆ with

c4 = a4
1 − 24a1a3. There is an equivalence of gluing data

(Otop,Otop, id)→ (Σ48Otop,Σ48Otop, j2)

given by ∆2 : Otop → Otop on M0(3) and c6
4 : Otop → Σ48Otop on M0(3)[c−1

4 ]. Note

here that ∆2 is a permanent cycle for TMF0(3). Thus, 2 · [I] = 0 ∈ Pic(M0(3),Otop) ∼=
Pic(Tmf0(3)).

As not every torsion in Pic(Tmf0(3)) is 2-torsion, Pic(Tmf) → Pic(Tmf0(3)) is
indeed not surjective.
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