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#### Abstract

In this paper we give an explicit construction of the formal group of the Jacobian of an algebraic curve using a basis for the holomorphic differentials on the curve at a rational non-Weierstrass point. We construct the formal group of the Jacobian of the modular curve $X_{0}(l)$ and using a result of T. Honda, we prove that this formal group is $p$ integral for all but finitely many $p$.


Introduction. Formal group laws have proven to be very useful tools in many areas of mathematics and computer science. In particular, the formal group of an elliptic curve has been used to great effect in elliptic curve theory (for details see for example Silverman [13]) and the use of the formal group of an abelian variety is pervasive in arithmetic and algebraic geometry (see Shatz [11] or Milne [8]). Despite the fact that explicit formulae have been useful in the elliptic curve case, explicit examples of the formal group of other abelian varieties are few.

Recently, Grant [4] and Flynn [3] have independently given explicit constructions of the formal group of the Jacobian of curves of genus two. Grant uses classical formulae for genus two theta functions to give explicit defining equations for the Jacobian and a set of parameters for its group law in a specific $\mathbb{P}^{8}$ embedding. His embedding requires that the curve have a Weierstrass point defined over the base field. Flynn's result does not assume the existence of a rational Weierstrass point and thus he must use a $\mathbb{P}^{15}$ embedding of the Jacobian. This paper gives an explicit construction of the formal group of the Jacobian using a basis for the holomorphic differentials on the curve. The construction generalizes that of the formal group of an elliptic curve.

In $\S \mathrm{I}$, we review some of the basic facts about higher dimensional formal groups. Hazewinkel [5] is a good reference for the theory of formal groups in general. Section II details the construction of the formal group of the Jacobian. Since this construction depends only on a basis for the holomorphic differentials on the curve at a nonWeierstrass point, it is especially useful in cases where much is known
about these differentials. In §III, we give an example of just such a case and construct the formal group of the Jacobian of the modular curve $X_{0}(l), l$ a prime. Using a result of T. Honda, and the connection between the differentials on this curve and the Fourier expansions of cusp forms of weight 2 on $\Gamma_{0}(l)$ we prove that this formal group is $p$-integral for all but finitely' many primes $p$.

The author wishes to thank the referee for many helpful suggestions on the styles and organization of this paper.
I. Higher dimensional formal groups. Let $R$ be a commutative ring with identity and let $R[[X]], X=\left(x_{1}, \ldots, x_{n}\right)$, be the power series ring in $n$ variables over $R$. If $f(X)$ and $g(X) \in R[[X]]$ and $n$ is a positive integer, we say $f(X) \equiv g(X)(\bmod \operatorname{deg} n)$ if $f(X)-g(X)$ has no terms of total degree less than $n$.

Definition 1. A formal group law $F(X, Y)$ of dimension $n$ over $R$ is an $n$-tuple of power series $\left(F_{1}(X, Y), \ldots, F_{n}(X, Y)\right), F_{i}(X, Y)$ $\in R[[X, Y]]$, satisfying:
(i) $F(X, 0)=X, F(0, Y)=Y$,
(ii) $F(X, F(Y, Z))=F(F(X, Y), Z)$.

It is an easy exercise to show that one has formal inverses, that is there is an $n$-tuple of power series $l(X)=\left(l_{1}(X), \ldots, l_{n}(X)\right), l_{j}(X) \in$ $R[[X]]$, satisfying $l(X) \equiv-X(\bmod \operatorname{deg} 2)$ and $F(X, l(X))=0$.

If $F(X, Y)=F(Y, X)$ we say $F$ is a commutative formal group.
Definition 2. (a) If $F(X, Y)$ is a formal group of dimension $n$ and $G(X, Y)$ is a formal group of dimension $m$ then $\alpha: F \rightarrow G$ is a formal group homomorphism over $R$ if $\boldsymbol{\alpha}(X)=\left(\alpha_{1}(X), \ldots, \alpha_{m}(X)\right)$ is an $m$-tuple of power series, $\alpha_{i}(X) \in X R[[X]]$, satisfying $\alpha(F(X, Y))=G(\boldsymbol{\alpha}(X), \alpha(Y))$.
(b) If $\alpha: F \rightarrow G$ is a formal group homomorphism over $R$, then $\alpha$ is a formal group isomorphism over $R$ if and only if there is a formal group homomorphism $\beta: G \rightarrow F$ over $R$ such that $\alpha(\beta(Y))=Y$ and $\boldsymbol{\beta}(\boldsymbol{\alpha}(X))=X$.

It can be shown that $\alpha: F \rightarrow G$ is a formal group isomorphism over $R$ if and only if $\operatorname{dim} F=\operatorname{dim} G$ and the Jacobian matrix of $\alpha$, $J(\boldsymbol{\alpha})=\left(\left(\partial \boldsymbol{\alpha}_{i} / \partial x_{j}\right)(0)\right)$ is invertible over $R$.

Examples. 1. The additive group of dimension $n, \mathbb{G}_{a}(X, Y)$ :

$$
\mathbb{G}_{a}(X, Y)=\left(x_{1}+y_{1}, \ldots, x_{n}+y_{n}\right) .
$$

2. The multiplicative group of dimension $n, \mathbb{G}_{m}(X, Y)$ :

$$
\mathbb{G}_{m}(X, Y)=\left(x_{1}+y_{1}+x_{1} y_{1}, \ldots, x_{n}+y_{n}+x_{n} y_{n}\right) .
$$

3. Let $\alpha(X)=\left(\ln \left(1+x_{1}\right), \ln \left(1+x_{2}\right), \ldots, \ln \left(1+x_{n}\right)\right)$. Then $\alpha$ is a formal group isomorphism over $\mathbb{Q}$ between $\mathbb{G}_{m}$ and $\mathbb{G}_{a}$, i.e.,

$$
\begin{aligned}
\alpha\left(\mathbb{G}_{m}(X, Y)\right) & =\mathbb{G}_{a}(\alpha(X), \alpha(Y))=\alpha(X)+\alpha(Y) \text { and } \\
J(\alpha) & =n \times n \text { identity matrix } .
\end{aligned}
$$

The isomorphism $\alpha$ is an example of a more general fact. If $R$ is a $\mathbb{Q}$-algebra and $F(X, Y)$ is a commutative formal group over $R$ of dimension $n$ then there is a formal group isomorphism between $F$ and the additive group of dimension $n$. We now show briefly how to construct this isomorphism.
Let $\Omega=\sum R[[X]] d x_{1}$ be the space of differential 1 -forms where $d$ is the total derivative map from $R[[X]]$ to $\Omega$. If $\omega=\sum_{i=1}^{n} \varphi_{i}(X) d x_{i}$, $\varphi_{i}(X) \in R[[X]]$ is in $\Omega$, then you can get a new differential by evaluating $\omega(a)=\sum_{i=1}^{n} \varphi_{i}(a) d x_{i}$ for any $a \in R^{n}$.
We define $\omega=\sum_{i=1}^{n} \varphi_{i}(X) d x_{i}, \varphi_{i}(X) \in R[[X]]$, to be translation invariant if $\omega(F(X, T))=\sum_{i=1}^{n} \varphi_{i}(F(X, T)) d F(X, T)=\omega$. Thus we have $\omega$ is invariant if and only if

$$
\begin{align*}
& \left(\varphi_{1}(F(X, T)), \ldots, \varphi_{n}(F(X, T))\right)\left(\frac{\partial F_{i}}{\partial x_{j}}(X, T)\right)  \tag{1}\\
& \quad=\left(\varphi_{1}(X), \ldots, \varphi_{n}(X)\right) .
\end{align*}
$$

Evaluating at $X=0$ clearly implies

$$
\begin{equation*}
\left(\varphi_{1}(T), \ldots, \varphi_{n}(T)\right)=\left(\varphi_{1}(0), \ldots, \varphi_{n}(0)\right)\left(\frac{\partial F_{i}}{\partial x_{j}}(0, T)\right)^{-1} \tag{2}
\end{equation*}
$$

On the other hand if we use the associative law for $F$, differentiate $F_{i}(Y, F(X, T))=F_{i}((F(Y, X), T))$ with respect to $y_{j}$ and then set $Y=0$, we have:

$$
\begin{equation*}
\left(\frac{\partial F_{i}}{\partial x_{j}}(0, F(X, T))\right)=\left(\frac{\partial F_{i}}{\partial x_{j}}(X, T)\right)\left(\frac{\partial F_{i}}{\partial x_{j}}(0, X)\right) . \tag{3}
\end{equation*}
$$

Substituting $F(X, T)$ for $T$ in (2) and using (3) we have (2) is equivalent to (1).

We have therefore that $\omega$ is invariant if and only if

$$
\begin{aligned}
& \omega=\left(a_{1}, \ldots, a_{n}\right)\left(\frac{\partial F_{i}}{\partial x_{j}}(0, X)\right)^{-1}\left(\begin{array}{c}
d x_{1} \\
\vdots \\
d x_{n}
\end{array}\right) \\
& \quad \text { where } \omega(0)=a_{1} d x_{1}+\cdots+a_{n} d x_{n} .
\end{aligned}
$$

Thus the space of invariant differentials of $F$ is an $R$ module of rank $n$.

There is also a map $d$ from $\Omega$ to the space of differential 2-forms $\Omega^{2}$. If $R$ is a $\mathbb{Q}$-algebra, $d \omega=0$ implies $\omega=d f$ for some $f \in$ $R[[X]]$. If $F$ is a commutative formal group over $R$ and $\omega$ is an invariant differential of $F$ then $d \omega=0$ (Proposition 1.3, Honda [6]) and thus if $R$ is a $\mathbb{Q}$-algebra $\omega=d f, f \in R[[X]]$.

Let $F$ be a commutative formal group defined over a $\mathbb{Q}$-algebra $R$ and let $\omega_{1}, \ldots, \omega_{n}$ be a basis for the invariant differentials of $F$ over $R$. Let $\mathscr{L}_{i}(X) \in R[[X]]$ be the unique power series such that

$$
d \mathscr{L}_{i}=\sum_{j=1}^{n} \frac{\partial \mathscr{L}_{i}}{\partial x_{j}}(X) d x_{j}=\omega_{i} \quad \text { and } \quad \mathscr{L}_{i}(0)=0 .
$$

We then have the following well-known theorem:

Theorem 1. Let $F$ be a commutative formal group of dimension $n$ defined over a $\mathbb{Q}$-algebra $R$. Let $\mathscr{L}(X)=\left(\mathscr{L}_{1}(X), \ldots, \mathscr{L}_{n}(X)\right)$ with $\mathscr{L}_{i}(X)$ defined as above. Then $\mathscr{L}(X)$ is a formal group isomorphism $\mathscr{L}: F \rightarrow \mathbb{G}_{a}^{n}$ from $F$ to the additive group of dimension $n$.

Proof. $\omega_{i}$ is an invariant differential of $F$; thus $\omega_{i}(F(X, T))=$ $\omega_{i}(X)$ over $R[[T]]$. This implies that $\mathscr{L}_{i}(F(X, T))=\mathscr{L}_{i}(X)+$ $c(T)$ where $c(T) \in R[[T]]$. Evaluating at $X=0$ we get $c(T)=$ $\mathscr{L}_{i}(F(0, T))=\mathscr{L}_{i}(T)$. Thus $\mathscr{L}$ is a formal group homomorphism from $F$ to $\mathbb{G}_{a}^{n}$ over $R$. The Jacobian matrix of $\mathscr{L}, J(\mathscr{L})=\left(a_{i j}\right)$ where $\omega_{i}(0)=\sum a_{i j} d x_{j}$. This is invertible over $F$ since $\omega_{1}, \ldots, \omega_{n}$ is an $R$-basis. Thus $\mathscr{L}$ is a formal group isomorphism over $R$ and $F(X, Y)=\mathscr{L}^{-1}(\mathscr{L}(X)+\mathscr{L}(Y))$.

The isomorphism $\mathscr{L}$ is called a logarithm of $F$. If $J(\mathscr{L})=$ the identity matrix, then $\mathscr{L}$ is called the strict logarithm of $F$.

## II. The formal group of the Jacobian of an algebraic curve.

Notation. If $I=\left(i_{1}, \ldots, i_{g}\right)$ is an index set of nonnegative integers, let $I$ ! denote $i_{1}!i_{2}!\cdots i_{g}!, N_{I}=i_{1}+2 i_{2}+\cdots+g i_{g}$ and

$$
B(I)=\frac{(-1)^{i_{2}+i_{4}+\cdots}\left(i_{1}+i_{2}+\cdots+i_{g}-1\right)!}{I!} .
$$

For any $k=1, \ldots, g, i_{k} B(I)$ is a multinomial coefficient and thus is an integer. If $X=\left(x_{1}, \ldots, x_{g}\right)$ is a $g$-tuple of variables, let $X^{I}$ denote $x_{1}^{i_{1}} x_{2}^{i_{2}} \cdots x_{g}^{i_{g}}$ and $S(X)=\left(s_{1}(X), \ldots, s_{g}(X)\right)$ where $s_{i}(X)$ is the $i$ th symmetric function on $g$ letters. Finally, let $e_{k}$ be the standard $k$ th basis vector in $\mathbb{R}^{g}$ and let $e$ be the $g$-tuple $(1,1, \ldots, 1)$.

Let $C$ be a complete nonsingular algebraic curve of genus $g$ defined over a field $K$, of characteristic zero. Let $A$ be the Jacobian of $C$. $A$ is an abelian variety of dimension $g$ defined over $K$. If $O$ is the local ring of functions defined at the origin, $\mathscr{M}$ its maximal ideal and $\widehat{O}$ the completion of $O$ in the $\mathscr{M}$-adic topology, then $\widehat{O}$ is isomorphic to $K[[X]]$ where $X=\left(x_{1}, \ldots, x_{g}\right)$ is a system of parameters at the origin. The group morphism $m: A \times A \rightarrow A$ induces a map $m^{*}: \widehat{O} \rightarrow \widehat{\boldsymbol{O}} \times \widehat{\boldsymbol{O}}$. Thus there are power series $\widehat{A_{i}}(X, Y) \in K[[X, Y]]$ such that $m_{i}^{*}=\widehat{A_{i}}(X, Y)$. Since $A$ is an abelian variety, it is easy to check that $\widehat{A}(X, Y)=\left(\widehat{A_{1}}(X, Y), \ldots, \widehat{A_{g}}(X, Y)\right)$ defines a commutative formal group, the formal group of the Jacobian of $C$. Changing the choice of parameters gives rise to an isomorphic though not strictly isomorphic formal group so we will make a definite choice of parameters.

Let $P_{0}$ be a $K$-rational point on $C$ which is not a Weierstrass point and let $t$ be a local parameter at $P_{0}$. Choose a basis $\left\{\eta_{1}, \ldots, \eta_{g}\right\}$ for the holomorphic differentials of $C$ such that the $K$-expansion of $\eta_{i}$ with respect to the parameter $t$ satisfies

$$
\eta_{i} \equiv(-t)^{i-1} d t \quad\left(\bmod t^{g} d t\right)
$$

(See for example [1] to see that this can be done.) Let $l_{i}(t)=\int \eta_{i}$ be the integral of the formal power series $\eta_{i}$ satisfying $l_{i}(0)=0$ for $i=1, \ldots, g$ and let

$$
L_{i}\left(t_{1}, \ldots, t_{g}\right)=l_{i}\left(t_{1}\right)+\cdots+l_{i}\left(t_{g}\right)
$$

$L_{i}$ is symmetric in $t_{1}, \ldots, t_{g}$ and thus $L_{i}\left(t_{1}, \ldots, t_{g}\right)=\mathscr{L}_{i}(S(T))$ where $\mathscr{L}_{i}$ is a power series is $g$ variables.

Let $\Lambda: C \rightarrow A$ be the canonical map defined over $K$ with $\Lambda\left(P_{0}\right)=$ origin of $A . \Lambda$ extends to a map $\Lambda^{(g)}: \operatorname{Sym}^{(g)} C \rightarrow A$ which is birational over $K$ and biregular in a neighborhood of $Q=\left(P_{0}, \ldots, P_{0}\right)$. This map induces isomorphisms between the completed local ring of $A$ and the completed local ring of $\operatorname{Sym}^{(g)} C$ and between the space of holomorphic differentials on $A$ and those on $\operatorname{Sym}^{(g)} C$. Thus we regard $\left(s_{1}(T), \ldots, s_{g}(T)\right)$ as a set of local parameters at the origin of $A$ and $d \mathscr{L}_{i}$ as the local expansion at the origin of a differential on $A$. Using this identification we have the following theorem:

Theorem 2. $\mathscr{L}(X)=\left(\mathscr{L}_{1}(X), \ldots, \mathscr{L}_{g}(X)\right)$ is the strict logarithm of the formal group of the Jacobian of $C$, i.e.,

$$
\widehat{A}(X, Y)=\mathscr{L}^{-1}(\mathscr{L}(X)+\mathscr{L}(Y))
$$

is the formal group of the Jacobian of $C$ and $\mathscr{L}(X) \equiv X(\bmod \operatorname{deg} 2)$.

Before proving the theorem, we need the following lemma expressing the sum of the $n$th powers of the variables $x_{i}$ as a polynomial in the symmetric functions.

Lemma 1. Let $P_{n}(X)=x_{1}^{n}+\cdots+x_{g}^{n}$.
Then

$$
P_{n}(X)=n \sum_{\substack{I \\ N_{I}=n}} B(I)(S(X))^{I}
$$

Proof. $P_{n}(X)$ satisfies Newton's identities. That is,

$$
P_{n}(X)=\sum_{j=1}^{n-1}(-1)^{j+1} s_{j}(X) P_{n-j}(X)+(-1)^{n+1} n s_{n}(X)
$$

where $s_{j}(X)$ is defined to be 0 if $j>g$.

The lemma follows from these identities by induction. It is clearly true for $n=1$. Assume it is true for all integers less than $n$, then we have:

$$
\begin{aligned}
P_{n}(X)= & \sum_{j=1}^{n-1}(-1)^{j+1} s_{j}(X)\left((n-j) \sum_{N_{I^{\prime}}=n-j} B\left(I^{\prime}\right)(S(X))^{I^{\prime}}\right) \\
& +(-1)^{n+1} n s_{n}(X) \\
= & \sum_{j=1}^{\min (n-1, g)}(-1)^{j+1}\left((n-j) \sum_{j=1}^{n-1} B\left(I^{\prime}\right)(S(X))^{I^{\prime}+e_{j}}\right) \\
& +(-1)^{n+1} n s_{n}(X)
\end{aligned}
$$

Let $I=I^{\prime}+e_{j}$ then $B\left(I^{\prime}\right)=\left((-1)^{j+1} i_{j} /\left(i_{1}+\cdots+i_{g}-1\right)\right) B(I)$.

As $j$ runs from 1 to $\min (n-1, g)$ and $I^{\prime}$ runs through all index sets with $N_{I}^{\prime}=n-j, I$ runs through index sets with $N_{I}=n$ except possibly $I=e_{n}$ where $n \leq g$.

If $n \geq g$ we get:

$$
\begin{aligned}
P_{n}(X) & =\sum_{\substack{I \neq e_{n} \\
N_{I}=n}} B(I)(S(X))^{I} \frac{1}{i_{1}+\cdots+i_{g}-1} \sum_{j=1}^{n-1}(n-j) i_{j}+B\left(e_{n}\right) n s_{n}(X) \\
& =\sum_{\substack{I \neq e_{n} \\
N_{t}=n}} B(I)(S(X))^{I} \frac{1}{i_{1}+\cdots+i_{g}-1} \sum_{j=1}^{g}(n-j) i_{j}+B\left(e_{n}\right) n s_{n}(X)
\end{aligned}
$$

since if $N_{I}=n \leq g, I \neq e_{n}, i_{j}=0$ for $j=n, \ldots, g$, we can replace $n-1$ by $g$ in the summation. Therefore

$$
\begin{aligned}
& =\sum_{\substack{I \neq e_{n} \\
N_{I}=n}} B(I)(S(X))^{I} \frac{1}{i_{1}+\cdots+i_{g}-1}\left(\sum_{j=1}^{g}\left(n i_{j}\right)-N_{I}\right)+B\left(e_{n}\right) n s_{n}(X) \\
& =\sum_{\substack{I \neq e_{n} \\
N_{I}=n}} n B(I)(S(X))^{I} \frac{1}{i_{1}+\cdots+i_{g}-1}\left(\sum_{j=1}^{g}\left(i_{j}\right)-1\right)+B\left(e_{n}\right) n s_{n}(X) \\
& =n \sum_{\substack{I \\
N_{I}=n}} B(I)(S(X))^{I} .
\end{aligned}
$$

If $n>g$, as $j$ runs from 1 to $n-1$ and $I^{\prime}$ runs through all index sets with $N_{I^{\prime}}=n-j, I$ runs through all index sets with $N_{I}=n$. Thus we have

$$
\begin{aligned}
P_{n}(X) & =\sum_{\substack{I=n \\
N_{i}=n}} B(I)(S(X))^{I} \frac{1}{i_{1}+\cdots+i_{g}-1}\left(\sum_{j=1}^{g}(n-j) i_{j}\right) \\
& =\sum_{\substack{I \\
N_{I}=n}} B(I)(S(X))^{I} \quad \text { as above. }
\end{aligned}
$$

Proof of Theorem 2. By the results of the last section, we must show that $\left\{d \mathscr{L}_{1}, \ldots, d \mathscr{L}_{g}\right\}$, where $d \mathscr{L}_{i}=\sum_{j=1}^{g}\left(\partial \mathscr{L}_{i}(X) / \partial x_{j}\right) d x_{j}$, is the standard basis for the invariant differentials on $\widehat{A}$. The canonical map $\Lambda$ from $C$ to $A$ induces a bijection $\Lambda_{*}: H^{0}\left(A, \Omega^{1}\right) \rightarrow H^{0}\left(C, \Omega^{1}\right)$ from the holomorphic differentials on $A$ to the holomorphic differentials on $C$. (See [9].) Since all holomorphic differentials on an abelian variety are invariant, it suffices to show that $\Lambda_{*} d \mathscr{L}_{i}$ is a holomorphic differential of $C$ for $i=1, \ldots, g$ and that $d \mathscr{L}_{i}(0)=d x_{i}$.

We write $\eta_{j}=\sum_{n=1}^{\infty} a_{j}(n) t^{n-1} d t$ where as above $t$ is a parameter at a rational non-Weierstrass point $P_{0}$ and $a_{j}(i)=(-1)^{j-1} \delta_{i j}$ for $i, j=1, \ldots, g$. Then

$$
\begin{aligned}
l_{j}(t) & =\sum_{n=1}^{\infty} a_{j}(n) / n t^{n}, \\
L_{j}(T) & =\sum_{n=1}^{\infty} \frac{a_{j}(n)}{n}\left(t_{1}^{n}+\cdots+t_{g}^{n}\right) .
\end{aligned}
$$

By Lemma 1,

$$
L_{j}(T)=\mathscr{L}_{j}(S(T))=\sum_{n=1}^{\infty} \sum_{\substack{I \\ N_{l}=n}} a_{j}(n) B(I)(S(T))^{I}
$$

i.e.,

$$
\begin{aligned}
\mathscr{L}_{j}(X) & =\sum_{I>0} a_{j}\left(N_{I}\right) B(I)(X)^{I}, \\
d \mathscr{L}_{j}(X) & =\sum_{k=1}^{g}\left(\sum_{I} i_{k} B(I) a_{j}\left(N_{I}\right)(X)^{I-e_{k}}\right) d x_{k}, \\
d \mathscr{L}_{j}(0) & =\sum_{k=1}^{g} B\left(e_{k}\right) a_{j}(k) d x_{k}=(-1)^{j+1}(-1)^{j-1} d x_{j}=d x_{j} .
\end{aligned}
$$

There is a natural map $\varphi: C \rightarrow \operatorname{Sym}^{(g)} C$ which is given by the composition of the diagonal map $C \rightarrow C^{g}$ with the natural projection $C^{g} \rightarrow \operatorname{Sym}^{(g)} C$. The induced map on the completed local rings takes $x_{k}$ to $x_{k} \circ \Lambda=s_{k}(t, \ldots, t)=s_{k}(e) t^{k}$ and $(X \circ \Lambda)^{I}=(S(e))^{I} t^{N_{t}}$.

$$
\begin{aligned}
\Lambda_{*} d \mathscr{L}_{j}(X) & =\sum_{k=1}^{g} \sum_{I} i_{k} B(I) a_{j}\left(N_{I}\right)(X \circ \Lambda)^{I-e_{k}} d\left(x_{k} \circ \Lambda\right) \\
& =\sum_{k=1}^{g} \sum_{I} i_{k} B(I) a_{j}\left(N_{I}\right)(S(e))^{I-e_{k}}\left(t^{N_{I-e_{k}}}\right)\left(k s_{k}(e) t^{k-1}\right) d t \\
& =\sum_{I} B(I)\left(\sum_{k=1}^{g} k i_{k}\right) a_{j}\left(N_{I}\right)(S(e))^{I}\left(t^{N_{I}-1}\right) d t \\
& =\sum_{I} B(I) N_{I} a_{j}\left(N_{I}\right)(S(e))^{I}\left(t^{N_{I}-1}\right) d t \\
& =\sum_{n=1}^{\infty}\left(\sum_{N_{I}=n} B(I) n(S(e))^{I}\right) a_{j}(n) t^{n-1} d t \\
& =\sum_{n=1}^{\infty} P_{n}(e) a_{j}(n) t^{n-1} d t=g \eta_{j}
\end{aligned}
$$

Note: if a different basis of differentials is used we still have $\mathscr{L}(X)$ is a logarithm of the formal group of the Jacobian but it is not the strict logarithm.
III. The formal group of the Jacobian of $X_{0}(l)$. Let $l$ be an odd positive prime and

$$
\Gamma_{0}(l)=\left\{\left.\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in \mathrm{SL}_{2}(\mathbb{Z}) \right\rvert\, c \equiv 0(\bmod l)\right\}
$$

Let $\mathscr{H}$ be the complex upper half-plane. Let $Y_{0}(l)=\mathscr{H} / \Gamma_{0}(l)$. Then $Y_{0}(l)$ can be compactified by the addition of finitely many cusps. The resulting complex curve has a complete non-singular model defined over $\mathbb{Q}$ which we denote by $X_{0}(l)$ (Shimura [12]). The genus of $X_{0}(l)$ is

$$
\begin{cases}{\left[\frac{l+1}{12}\right]} & \text { if } 12 \nmid l-1 \\ {\left[\frac{l+1}{12}\right]-1} & \text { if } 12 \mid l-1\end{cases}
$$

Atkin and Ogg have shown that the cusp at $\infty$ is not a Weierstrass point on $X_{0}(l),(\mathrm{Ogg}[10])$, so we will use this as base point to construct the formal group of the Jacobian of $X_{0}(l)$.

If $f(z)=\sum_{n=1}^{\infty} a_{n} e^{2 \pi i z n}$ is the Fourier expansion at $i \infty$ of a cusp form of weight 2 for $\Gamma_{0}(l)$ then a parameter $q$ can be chosen on $X_{0}(l)$ at the cusp at $i \infty$ so that

$$
\omega=2 \pi i f(z) d z=\sum_{n=1}^{\infty} a_{n} q^{n-1} d q
$$

is the expansion at $i \infty$ of a holomorphic differential on $X_{0}(l)$.
Let $\left\{f_{1}, \ldots, f_{g}\right\}$ be a $\mathbb{Q}$-basis for the cusp forms of weight 2 on $\Gamma_{0}(l)$ with Fourier expansions $\sum c_{i}(n) e^{2 \pi i z n}$ at $i \infty$ and $\left[c_{i}(j)\right]=\operatorname{Id}_{g}$, the $g \times g$ identity matrix. Let $\left\{\omega_{1}, \ldots, \omega_{g}\right\}$ be the corresponding basis for the holomorphic differentials on $X_{0}(l)$. Let

$$
\mathscr{L}(X)=\left(\mathscr{L}_{1}(X), \ldots, \mathscr{L}_{g}(X)\right)
$$

be the logarithm map as given in the construction above. In this case the Jacobian matrix of $\mathscr{L}, J(\mathscr{L})=\left[(-1)^{i+1} \delta_{i j}\right]$.

Since the cusp forms of weight 2 on $\Gamma_{0}(l)$ have a $\mathbb{Z}$ basis also, (Shimura [12]), there are only finitely many primes which divide the denominators of $\left\{c_{i}(n)\right\}$ for $i=1, \ldots, g$ and $n \in \mathbb{Z}^{+}$. Let $S$ be this finite set of primes.

Theorem 3. Let $l \in \mathbb{Z}$ be a prime. If the formal group of the Jacobian of the modular curve $X_{0}(l)$ is given by $\mathfrak{J}(X, Y)=$ $\mathscr{L}^{-1}(\mathscr{L}(X)+\mathscr{L}(Y))=\left(J_{1}(X, Y), \ldots, J_{g}(X, Y)\right)$, then $J_{i}(X, Y) \in$ $\mathbb{Z}_{p}[[X, Y]]$ for all primes $p \notin S$.

Before proving this we will need the following lemmas. Let $M_{p}=$ $\left[c_{i}(j p)+p c_{i}(j / p)\right]$ for $p \neq l$, and $M_{l}=\left[c_{i}(j l)\right]$ where $c_{i}(j / p)=0$ if $p \nmid j$.

Lemma 2.

$$
\left[\begin{array}{c}
c_{1}(n p) \\
\vdots \\
c_{g}(n p)
\end{array}\right]-M_{p}\left[\begin{array}{c}
c_{1}(n) \\
\vdots \\
c_{g}(n)
\end{array}\right]+p\left[\begin{array}{c}
c_{1}(n / p) \\
\vdots \\
c_{g}(n / p)
\end{array}\right]=0
$$

for all $n \in \mathbb{Z}^{+}$and for all primes $p$.
Proof. Let $T_{p}$ and $U_{p}$ be the standard Hecke and Atkin operators. Since $f_{i}$ is a cusp form of weight two on $\Gamma_{0}(l), T_{p}\left(f_{i}\right)$ for all primes $p \neq l$ and $U_{l}\left(f_{i}\right)$ are also cusp forms of weight two on $\Gamma_{0}(l)$ (Atkin
[2]). Since $\left\{f_{1}, \ldots, f_{g}\right\}$ is a basis we have

$$
\begin{aligned}
& {\left[\begin{array}{c}
T_{p}\left(f_{1}\right) \\
\vdots \\
T_{p}\left(f_{g}\right)
\end{array}\right]=C_{p}\left[\begin{array}{c}
f_{1} \\
\vdots \\
f_{g}
\end{array}\right] \quad \text { for some } C_{p} \in M_{n}(\mathbb{Q}) \quad \text { and }} \\
& {\left[\begin{array}{c}
U_{l}\left(f_{1}\right) \\
\vdots \\
U_{l}\left(f_{g}\right)
\end{array}\right]=C_{l}\left[\begin{array}{c}
f_{1} \\
\vdots \\
f_{g}
\end{array}\right] \quad \text { for some } C_{l} \in M_{n}(\mathbb{Q})}
\end{aligned}
$$

Thus the Fourier coefficients of the $f_{i}$ satisfy the following:

$$
\left[\begin{array}{c}
c_{1}(n p)+p c_{1}(n / p) \\
\vdots \\
c_{g}(n / p)+p c_{g}(n / p)
\end{array}\right]=C_{p}\left[\begin{array}{c}
c_{1}(n) \\
\vdots \\
c_{g}(n)
\end{array}\right] \quad \begin{aligned}
& \text { for all } p \neq l \text { and } \\
& \text { for all } n \in \mathbb{Z}^{+}
\end{aligned}
$$

and

$$
\left[\begin{array}{c}
c_{1}(n l) \\
\vdots \\
c_{g}(n l)
\end{array}\right]=C_{l}\left[\begin{array}{c}
c_{1}(n) \\
\vdots \\
c_{g}(n)
\end{array}\right] \quad \text { for all } n \in \mathbb{Z}^{+} .
$$

Evaluating at $n=1, \ldots, g$ gives $C_{p}=M_{p}$ and $C_{l}=M_{l}$.
The following is a special case of a theorem of T. Honda. (Honda [6].) Hazewinkel ([5] page 59) gives a similar result in a functional equation lemma. Let $U_{n}=\left\{n \times n\right.$ matrices over $\left.\mathbb{Z}_{p}[[t]]\right\}$. We say $u \in U_{n}$ is a special element if $u \equiv p I_{n}(\bmod$ degree 1$)$. For $f(X)=$ $\left(f_{1}(X), \ldots, f_{n}(X)\right), f_{i}(X) \in \mathbb{Q}_{p}[[X]], f_{i}(0)=0$ and $u=\sum C_{j} t^{j} \in$ $U_{n}$, we define $(u * f)(X)=\sum C_{j} f\left(X^{p^{j}}\right)$.

Lemma 3 (Honda [6]). Let $f(X)=\left(f_{1}(X), \ldots, f_{n}(X)\right), f_{i}(X) \in$ $\mathbb{Q}_{p}[[x]]$ with $f_{i}(0)=0$. Assume $J(f)$ is an invertible matrix in $M_{n}\left(\mathbb{Z}_{p}\right)$. If there exists a special element $u \in U_{n}$ such that $u * f \equiv 0$ $(\bmod p)$ then $F(X, Y)=f^{-1}(f(X)+f(Y))$ is a commutative formal group of dimension $n$ defined over $\mathbb{Z}_{p}$. Moreover, if $g(X)=$ $\left(g_{1}(X), \ldots, g_{n}(X)\right)$, with $g_{i}(X) \in \mathbb{Q}_{p}[[X]]$ and $g_{i}(0)=0$ also has $J(g)$ invertible in $M_{n}\left(\mathbb{Z}_{p}\right)$ and $u * g \equiv 0(\bmod p)$ for the same element $u$, then $G(X, Y)=g^{-1}(g(X)+g(Y))$ is isomorphic to $F(X, Y)$ over $\mathbb{Z}_{p}$.

Lemma 4. $p B\left(I / p^{r}\right)-B\left(I / p^{r+1}\right) \equiv 0\left(\bmod p \mathbb{Z}_{p}\right)$ for any $r$ and for any index set $I=\left(i_{1}, \ldots, i_{g}\right)$ where $B\left(I / p^{r}\right)=0$ if $p^{r} \nmid I$ (i.e., if $p^{r} \nmid i_{k}$ for some $k$ ).

Proof. Let $n \in \mathbb{Z}$ with $p \nmid n$. Then by induction we see

$$
\left(x_{1}+\cdots+x_{g}\right)^{p^{a} n} \equiv\left(x_{1}^{p}+\cdots+x_{g}^{p}\right)^{p^{a-1} n} \quad\left(\bmod p^{a}\right)
$$

Therefore by the multinomial theorem,

$$
\sum_{\substack{R \\+\cdots+r_{g}=p^{a} n}} \frac{\left(p^{a} n\right)!}{R!} X^{R} \equiv \sum_{\substack{T \\ t_{1}+\cdots+t_{g}=p^{a-1} n}} \frac{\left(p^{a-1} n\right)!}{T!} X^{p T} \quad\left(\bmod p^{a}\right)
$$

Let $J=\left(j_{1}, \ldots, j_{g}\right)$ be an index set such that $p \nmid j_{k}$ for some $k$ and $p^{b}\left(j_{1}+\cdots+j_{g}\right)=p^{a} n$ for some $b, 1 \leq b \leq a$. By comparing the coefficients of $X^{p^{b} J}$ above we have:

$$
\begin{gathered}
\frac{\left(p^{a} n\right)!}{\left(p^{b} J\right)!} \equiv \frac{\left(p^{a-1} n\right)!}{\left(p^{b-1} J\right)!} \quad\left(\bmod p^{a}\right) \\
\frac{p^{a} n}{p^{b} j_{k}}\left(\frac{\left(p^{a} n-1\right)!}{\left(p^{b} j_{1}!\cdots\left(p^{b} j_{k}-1\right)!\cdots\left(p^{b-1} j_{g}\right)!\right.}\right) \\
\equiv \frac{p^{a-1} n}{p^{b-1} j_{k}}\left(\frac{\left(p^{a-1} n-1\right)!}{\left(p^{b-1} j_{1}\right)!\cdots\left(p^{b-1} j_{k}-1\right)!\cdots\left(p^{b-1} j_{g}\right)!}\right)\left(\bmod p^{a}\right)
\end{gathered}
$$

Since $p \nmid n$ and $p \nmid j_{k}$ we have:

$$
\begin{align*}
& \frac{\left(p^{a} n-1\right)!}{\left(p^{b} j_{1}\right)!\cdots\left(p^{b} j_{k}-1\right)!\cdots\left(p^{b} j_{g}\right)!}  \tag{4}\\
& \quad \equiv \frac{\left(p^{a-1} n-1\right)!}{\left(p^{b-1} j_{1}\right)!\cdots\left(p^{b-1} j_{k}-1\right)!\cdots\left(p^{b-1} j_{g}\right)!}\left(\bmod p^{b} \mathbb{Z}_{p}\right)
\end{align*}
$$

Now let $I=\left(i_{1}, \ldots, i_{g}\right)$ be any index set and fix $r \in \mathbb{Z}$. If $p^{r} \nmid I$ then $p B\left(I / p^{r}\right)-B\left(I / p^{r+1}\right)=0$. Thus assume $I=p^{b} J$ where $p \nmid J$ and $b \geq r$.

If $b=r$,

$$
p B\left(I / p^{r}\right)-B\left(I / p^{r+1}\right)=p B\left(I / p^{r}\right)=p B(J)= \pm\left(p / j_{k}\right) j_{k} B(J)
$$

where $p \nmid j_{k}$ and $j_{k} B(J)$ is a multinomial coefficient. Thus $p B\left(I / p^{r}\right)$ $-B\left(I / p^{r+1}\right) \equiv 0\left(\bmod p \mathbb{Z}_{p}\right)$.

Assume $b>r$.

$$
\begin{aligned}
& p B\left(I / p^{r}\right)-B\left(I / p^{r+1}\right)=p B\left(p^{b-r} J\right)-B\left(p^{b-r-1} J\right) \\
& =\frac{ \pm 1}{p^{b-r-1} j_{k}}\left(\frac{\left(p^{a} n-1\right)!}{\left(p^{b-r} j_{1}\right)!\cdots\left(p^{b-r} j_{k}-1\right)!\cdots\left(p^{b-r} j_{g}\right)!}\right. \\
& \\
& \left.\quad-\frac{\left(p^{a-1} n-1\right)!}{\left(p^{b-r-1} j_{1}\right)!\cdots\left(p^{b-r-1} j_{k}-1\right)!\cdots\left(p^{b-r-1} j_{g}\right)!}\right)
\end{aligned}
$$

where $p^{a} n=p^{b-r}\left(j_{1}+\cdots+j_{g}\right)$ and $p \nmid n$.
Hence $p B\left(I / p^{r}\right)-B\left(I / p^{r+1}\right) \equiv 0\left(\bmod p \mathbb{Z}_{p}\right)$ by (4) above.

Theorem 4. For any prime $p \notin S$, let $u_{p}=p I_{g}-M_{p} t+t^{2}$. Then $u_{p}$ is a special element in the sense of Honda and $u_{p} * \mathscr{L} \equiv 0(\bmod p)$.

Theorem 3 follows immediately from this result and Lemma 3.

Proof. Recall that $\mathscr{L}_{j}(X)=\sum_{I>0} B(I) c_{j}\left(N_{I}\right) X^{I}$. Thus

$$
\begin{aligned}
u_{p} * \mathscr{L}= & p\left(\begin{array}{c}
\mathscr{L}_{1}(X) \\
\vdots \\
\mathscr{L}_{g}(X)
\end{array}\right)-M_{p}\left(\begin{array}{c}
\mathscr{L}_{1}\left(X^{p}\right) \\
\vdots \\
\mathscr{L}_{g}\left(X^{p}\right)
\end{array}\right)+\left(\begin{array}{c}
\mathscr{L}_{1}\left(X^{p^{2}}\right) \\
\vdots \\
\mathscr{L}_{g}\left(X^{p^{2}}\right)
\end{array}\right) \\
= & p\left(\begin{array}{c}
\sum_{I>0} B(I) c_{1}\left(N_{I}\right) X^{I} \\
\vdots \\
\sum_{I>0} B(I) c_{g}\left(N_{I}\right) X^{I}
\end{array}\right)-M_{p}\left(\begin{array}{c}
\sum_{I>0} B(I) c_{1}\left(N_{I}\right) X^{p I} \\
\vdots \\
\sum_{I>0} B(I) c_{g}\left(N_{I}\right) X^{p I}
\end{array}\right) \\
& +\left(\begin{array}{c}
\sum_{I>0} B(I) c_{1}\left(N_{I}\right) X^{p^{2} I} \\
\vdots \\
\sum_{I>0} B(I) c_{g}\left(N_{I}\right) X^{p^{2} I}
\end{array}\right)
\end{aligned}
$$

Using Lemma 2,

$$
\begin{aligned}
M_{p}\left(\begin{array}{c}
\sum_{I>0} B(I) c_{1}\left(N_{I}\right) X^{p I} \\
\vdots \\
\sum_{I>0} B(I) c_{g}\left(N_{I}\right) X^{p I}
\end{array}\right)= & \left(\begin{array}{c}
\sum_{I>0} B(I) c_{1}\left(p N_{I}\right) X^{p I} \\
\vdots \\
\sum_{I>0} B(I) c_{g}\left(p N_{I}\right) X^{p I}
\end{array}\right) \\
& +p\left(\begin{array}{c}
\sum_{I>0} B(I) c_{1}\left(\frac{1}{p} N_{I}\right) X^{p I} \\
\vdots \\
\sum_{I>0} B(I) c_{g}\left(\frac{1}{p} N_{I}\right) X^{p I}
\end{array}\right)
\end{aligned}
$$

Let $J=p I$. Then $N_{J}=p N_{I}$.

Thus we have:

$$
\begin{aligned}
& u_{p} * \mathscr{L}=p\left(\begin{array}{c}
\sum_{I>0} B(I) c_{1}\left(N_{I}\right) X^{I} \\
\vdots \\
\sum_{I>0} B(I) c_{g}\left(N_{I}\right) X^{I}
\end{array}\right)-\left(\begin{array}{c}
\sum_{I>0} B(I) c_{1}\left(p N_{I}\right) X^{p I} \\
\vdots \\
\sum_{I>0} B(I) c_{g}\left(p N_{I}\right) X^{p I}
\end{array}\right) \\
& -p\binom{\sum_{\substack{J=p I \\
I>0}} B\left(\frac{J}{p}\right) c_{1}\left(\frac{1}{p^{2}} N_{j}\right) X^{J}}{\sum_{\substack{J=p I \\
I>0}} B\left(\frac{J}{p}\right) c_{g}\left(\frac{1}{p^{2}} N_{J}\right) X^{J}} \\
& +\binom{\sum_{\substack{J=p I \\
I>0}} B\left(\frac{J}{p}\right) c_{1}\left(\frac{I}{p} N_{J}\right) X^{p J}}{\sum_{\substack{J=p I \\
I>0}} B\left(\frac{J}{p}\right) c_{1}\left(\frac{I}{p} N_{J}\right) X^{p J}} \\
& \text { where } B\left(J / p^{i}\right)=0 \text { if } p^{i} \nmid J . \\
& =\binom{\sum_{I>0}\left(p B(I)-B\left(\frac{I}{p}\right)\right) c_{g}\left(N_{I}\right) X^{I}}{\sum_{I>0}\left(p B(I)-B\left(\frac{I}{p}\right)\right) c_{g}\left(N_{I}\right) X^{I}} \\
& -\binom{\sum_{\substack{J=p I \\
I>0}}\left(p B\left(\frac{J}{p}\right)-B\left(\frac{J}{p^{2}}\right)\right) c_{1}\left(\frac{1}{p^{2}} N_{J}\right) X^{J}}{\sum_{\substack{J=p I \\
I>0}}\left(p B\left(\frac{J}{p}\right)-B\left(\frac{J}{p^{2}}\right)\right) c_{g}\left(\frac{1}{p^{2}} N_{J}\right) X^{J}} \\
& \equiv 0\left(\bmod p \mathbb{Z}_{p}\right)
\end{aligned}
$$

by Lemma 4.
Remarks. (1) If $p>g, M_{p}$ reduces to the matrix $\left[c_{i}(j p)\right]$, the Hasse-Witt matrix of the curve. The special element $u_{p}$ is then a generalization of the special element found by Honda ([7]) in the elliptic
curve case, namely $u_{p}=p-a_{p} t+t^{2}$ where $a_{p}$ is the Hasse invariant of the elliptic curve.
(2) The cusp forms of weight 2 on $\Gamma_{0}(l)$ also have a $\mathbb{Z}$-basis. (See Shimura [12]). If $\left\{f_{1}, \ldots, f_{g}\right\}$ is this basis with $f_{i}(q)=\sum a_{i}(n) q^{n}$, then the primes in the set $S$ are precisely those primes which divide the determinant of the matrix $\left[a_{i}(j)\right]$.
3. The author wishes to thank M. Rosen and J. Lubin for many helpful discussions about this material. In particular, it was J. Lubin who suggested the construction given in $\S$ II.
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