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## CHAPTER I. PRELIMINARIES

## §1. Pover Series Rings

Let $R$ be a commutative ring. The power series ring
$R\left[\left[X_{1}, \ldots, X_{n}\right]\right]$ in $n$ indeterminates $X_{1}, \ldots, X_{n}$ over $R$ is a ring whose elements are formal power series

$$
f\left(X_{1}, \ldots, X_{n}\right)=\sum f_{i_{1}}, \ldots, i_{n} X_{1}^{i_{1}} \ldots i_{n}^{i_{n}}
$$

with component-wise addition and Cauchy multiplication as its operations.

Denote by $N$ the set of non-negative integers and let $M_{n}$ be the set of n-tuples $i=\left(i_{1}, \ldots, i_{n}\right)$, with components $i_{l} \in \mathbb{N}$. In other words $M_{n}$ is the set of maps of $\{1, \ldots, n\}$ into $N$. We define addition and partial order on $M_{n}$ component-wise, i.e.

$$
i+k=\left(i_{1}+k_{1}, \ldots, i_{n}+k_{n}\right)
$$

and

$$
i \geq k \Longleftrightarrow i_{\ell} \geq k_{\ell} \text { for } \ell=1, \ldots, n
$$

The zero element 0 on $M_{n}$ is the n-tuple ( $0, \ldots, 0$ ).
How we can write

$$
f\left(x_{1}, \ldots, x_{n}\right)=f(x)=f=\sum_{i \in M_{n}} f_{i} x^{i}
$$

(interpret $X^{i}$ as $X_{1}{ }^{i_{1}} \ldots X_{n}^{i} n^{n}$ ), and define

$$
\begin{aligned}
& (g+f)_{i}=g_{i}+f_{i}, \\
& (g \cdot f)_{i}=\sum_{k+j=i} g_{k} f_{j} \cdot
\end{aligned}
$$

With these definitions $R\left[\left[X_{1}, \ldots, X_{n}\right]\right]$ is a commatative ring, which contains $R$ as a subring : identify $a \in R$ with the power series $f$, for which $f_{0}=a$ and $f_{i}=0$ (the zero of $R$ ) when $i>0$ (the zero of $M_{n}$ ). We shall write

$$
\mu: R \rightarrow R\left[\left[X_{1}, \ldots, X_{n}\right]\right]
$$

for the inclusion map. The augmentation

$$
\varepsilon: R\left[\left[X_{1}, \ldots, X_{n}\right]\right] \rightarrow R
$$

is the ring hamomorphism with $\varepsilon(f)=\rho_{0}$. Note that the diagram

commutes.
Note: : we can view the formal power series ring as the set of maps $M_{n} \rightarrow$. . If the particular symbols for the $n$ indeterminates are not explicitly needed we shall simply write

$$
R\left[\left[X_{1}, \ldots, X_{n}\right]\right]=R_{n}
$$

It is clear of course that the map

$$
\sum_{i \in M_{n}} f_{i} x^{i} \rightarrow \sum_{i \in M_{n}} f_{i} Y^{i}
$$

sets up an isomorphism

$$
R\left[\left[X_{1}, \ldots, x_{n}\right]\right] \cong R\left[\left[y_{1}, \ldots, Y_{n}\right]\right]
$$

compatible with both $\varepsilon$ and $\mu$.
IEMMA $1 \quad\left(R_{n-1}\right)_{1}=R\left[\left[X_{1}, \ldots, X_{n-1}\right]\right]\left[\left[X_{n}\right]\right] \xlongequal{\approx}\left[\left[X_{1}, \ldots, X_{n}\right]\right]=R_{n}$.

## The diagram

$$
\begin{aligned}
& R_{n-1} \Leftarrow \stackrel{\mu_{R, n-1}}{ } \quad R \\
& \downarrow{ }^{\mu_{R-1}, 1} \mid \mu_{R, n} \\
& \left(R_{n-1}\right) \xlongequal{\approx} \quad R_{n} \\
& \downarrow \varepsilon_{R_{n-1}, I} \quad \downarrow \varepsilon_{R, n} \\
& \mathrm{R}_{\mathrm{n}-1} \longrightarrow \mathrm{R} \\
& \varepsilon_{R, n-1}
\end{aligned}
$$

## commatas.

Denote by $U(S)$ the group of mits (invertible elements)of a ring $S$.

PROPOSITION I $f \in U\left(R_{n}\right)$ if and only if $\varepsilon(f) \in U(R)$.
PROOF As $U$ is a functor from rings to groups, $f \in U\left(R_{n}\right)$ will imply $\varepsilon(f) \in U(R)$.

Let $n=1$. If $\varepsilon(f)=f_{0} \in U(R)$ then one can solve successively the equations

$$
\begin{gathered}
f_{0} g_{0}=1, \\
f_{0} g_{1}+f_{1} g_{0}=0, \ldots, \\
f_{0} g_{r}+f_{1} g_{r-1}+\ldots+f_{r} g_{0}=0
\end{gathered}
$$

for the coefficients of the power series $G(X)=(f(X))^{-1}$. This settles the case $n=1$. Now proceed by induction, using Lemma 1.

## Filtrations of Abelian Groups

Let $A$ denote an abelian group. A filtration $v$ of $A$ is a map

$$
\nabla: A \rightarrow \mathbb{N} \cup \infty
$$

which satisfies
(1) $\quad V(0)=\infty \quad, \operatorname{Im} v \neq\{\infty\}$,
(2) $v(x-y) \geq \inf \{v(x), v(y)\}$,

It follows that $\quad v(-x)=v(x)$.
(Hote : suppose that $v(x)=\infty$ only if $x=0$, i.e. that $v$ is a Hausdorff filtration (see below). Then by taking $|x|=\left(\frac{1}{2}\right)^{v(x)}$,
we get a metric space since $|x-y| \leq \sup \{|x|,|y|\} \leq|x|+|y|$. Note also, that $v\left(a_{n}\right) \rightarrow \infty$ implies $\left.\left|a_{n}\right| \rightarrow 0\right)$.

Given a filtration $v$, then for $m \in \mathbb{N}$, define

$$
A_{m}=\{x \in A \mid v(x) \geq m\}
$$

$A_{\text {m }}$ is a subgroup of $A\left(=A_{0}\right)$, and $A_{m} 3 A_{m+I}$. Defining

$$
A_{\infty}=\bigcap_{m} A_{m}
$$

we have in fact

$$
A_{\infty}=\{x \in A \quad \mid V(x)=\infty\} .
$$

$v$ is in turn determined by the groups $A_{m}$, for $m \in \mathbb{N}$, via the equations

$$
v(x)=\sup _{x \in A_{m}} m
$$

In fact if we are just given a decreasing sequence $\left\{A_{m}\right\}(m \in \mathbb{H}$ ) of subgroups of an abelian group $A=A_{0}$, then this last equation defines a filtration on A .

LEMMA 2 Suppose $A$ is an $S$ module for some ring $S$. Then the $A_{\text {m }}$ are $s$-modules if and only if $v(s x) \geq v(x)$ for all $x \in A, s \in S$. When this is the case, we speak of S -filitrations.

A filtration is Hausdorff if $A_{\infty}=\{0\}$.
If $\left\{a_{n}\right\}$ is a sequence of elements of $A$, and $\frac{1}{\frac{1}{i} \frac{m}{1}} V\left(a_{n}-a\right)=\infty$ then we write $\lim _{n \rightarrow \infty} a_{n}=a$. For $v$ Hausdorff, a sequence can only have one

Iimit. A sequence with a limit is a limit sequence. A sequence $\left\{a_{n}\right\}$ in $A$ is a Cauchy sequence if

$$
\lim _{n \rightarrow \infty^{\square}}\left(a_{n+1}-a_{n}\right)=0
$$

Every limit sequence is a Cauchy sequence.
A filtration $v$ is complete (or, $A$ is complete under the filtration v) if it is Hausdorff and if every Cauchy sequence in $A$ has a limit in A.

Example (i) If there exists $k$ for which $A_{\infty}=A_{k}=\{0\}$, then $A$ is complete. The Cauchy sequences are the sequences which are ultimately constant.

Example (ii) $A=\prod_{k=0}^{\infty} A(k)$, where $A(k)$ are $S$-modules, and $a(k)$ denotes the $k$-th component of $a \in A$. Define

$$
\begin{gathered}
I_{r}=\{a \in A \mid a(k)=0 \text { for all } k<r\}, \\
P_{r}=\{a \in A \mid a(k)=0 \text { for all } k \geq r\}, \\
v(a)=\inf _{a(n) \neq 0} n=\sup _{a \in I_{r}} r
\end{gathered}
$$

LEMMA 3 With these definitions, (i) $v$ is an S-filtration of A with the $I_{r}$ as associated subgroups:
(ii) $v$ is a complete filtration, and $\lim _{n \rightarrow \infty} v a^{(n)}=a$ $\left(_{a}^{(n)}\right.$ is defined to be the element of $A$ with $a^{(n)}(k)=a(k)$ for $k<n$, and $a^{(n)}(k)=0$ for $\left.k \geq n\right)$;
(iii) for each $r, A$ is the direct sum $I_{r}+P_{r}$.

Example (iii) A is an abelian group, va filtration on $A$ with associated subgroups $A_{m}$. Denote by $\pi_{m}: A / A_{m+1} \rightarrow A / A_{m}$ the natural quotient maps.

Consider, in the direct product $\bar{m}_{m}\left(\mathrm{~A} / \mathrm{A}_{\mathrm{m}}\right)$, the submodule $\vec{A}$ of elements $\alpha$ for which $\pi_{m}(\alpha(m+1))=\alpha(m)$. The filtration of $\Gamma_{m}\left(A / A_{m}\right)$ (of. 2nd Ex, page 6) defines a filtration $\overline{\mathrm{V}}$ of $\overline{\mathrm{A}}$, under which $\bar{A}$ is Hausdorff and complete. Also, $p_{m}: A \rightarrow A / A_{m}$ defines $a$ homomorphism $A \rightarrow \sqrt{m}\left(A / A_{m}\right)$ whose image is contained in $\bar{A}$. This gives therefore a homomorphism $p: A \rightarrow \bar{A}$. We have

$$
\begin{equation*}
\bar{v}(p(a))=v(a), \text { for } a \in A ; \tag{i}
\end{equation*}
$$

(ii) $\quad \mathrm{p}$ is injective if and only if A is Hausdorff;
(iii) $p$ is bijective if and only if $A$ is complete.

ImMA 4 If $V$ is a filtration of $A$, and if $A$ is a ring, then $v(x y) \geq v(x)+v(y)$ if and only if $A_{n} A_{m} \subset A_{n+m}$. In this case also $\lim _{v} a_{n} b_{n}=\lim _{v} a_{n} \cdot \lim _{v} b_{n}$, and we say $v$ is a ring filtration. We leave the proofs as exercises.

If $i \in M_{n}$, define $|i|=\sum_{k=1}^{n} i_{k}$. For $f \in R_{n}$, we define the order of $f$ to be $\operatorname{ord}(f)=\inf _{f_{i} \neq 0}|i|$. By taking $f(k)=\sum_{|i|_{k}} f_{i} X^{i}$ (homogeneous polynomial), we see $\operatorname{ord}(f)=\inf _{f(k) \neq 0} k$. Denote by $R_{n}(k)$ the R -module of homogeneous polynomials of degree $k$ in the variables $X_{1}, \ldots, X_{n}$. Then

$$
R_{n}=\Gamma_{k=0}^{\infty} R_{n}(k)
$$

In Lemma 3, by taking $A=R_{n}, S=R$, and $A(k)=R_{n}(k)$, we have

$$
\begin{aligned}
& I_{r}=\left\{f \mid f_{i}=0 \text { for }|i|<r\right\}, \\
& P_{r}=\left\{p o l y n o m i a l s \text { in } X_{1}, \ldots, X_{n} \text { of degree } \leq r-l\right\} .
\end{aligned}
$$

PROPOSITION 2 The function ord is a complete filtration of $R_{n}$ with associated subgroups $I_{r}$, and $R_{n}=I_{r}+P_{r}$ (direct sum of R-modules).

Also, $\operatorname{ord}(f \cdot g) \geq \operatorname{ord}(f)+\operatorname{ord}(g)$.
Moreover, $I_{q} I_{p}=I_{p+q}$, and the $I_{r}$ are ideals of $I_{0}=R_{n}$.

PROOF By Lemmas 3 and 4.
Note that $I_{1}=\left\{f \in R_{n} \mid f_{0}=0\right\}$. Therefore $I_{1}=\operatorname{Ker} \varepsilon$, and $R_{n} / I_{1} \cong R_{0}$.
MOTATION : $f \equiv g \bmod \operatorname{deg} q$ means $f \equiv g\left(\bmod I_{q}\right)$, ${\underline{i} . e_{0},}^{f-g} \in I_{q}$. PROPOSITION 3 If $R$ is an integral domain, then ord $(f \cdot g)=\operatorname{ord}(f)$ $+\operatorname{ord}(\mathrm{g})$ and $R_{n}$ is an integral domain.

PROOF Verify directly for $n=1$. Then by induction on $n$, using Lemma 1.

Suppose now that $J$ is an ideal of $R$. The power series $f$, with $f_{i} \in J$ for all $i$, form an ideal $J[[X]]=J\left[\left[X_{1}, \ldots, X_{n}\right]\right.$ of $R_{n}$, and $J[[X]]=\operatorname{Ker}\left\{R_{n} \rightarrow(R / J)_{n}\right\}$. If $K, J$ are ideals of $R$, then $K[[x]] \cdot J[[x]] \subset(\mathrm{K} . J)[[\mathrm{x}]]$.

PROPOSITION 4 Let $v$ be a ring filtration of $R$ with associated ideals $J_{p}$ Then $v^{\prime}(f)=\inf v\left(f_{i}\right)$ is a ring filtration of $R_{n}$ with associated ideals $J_{p}[[X]]$. If $v$ is Hausdorff/complete then $v^{\prime}$ is Hausdorff/complete. PROOF $\nabla^{\prime}(f) \geq p \Longleftrightarrow v\left(f_{i}\right) \geq p$ for all $i \Longleftrightarrow f_{i} \in J_{p}$ for all $i$ $\Longleftrightarrow f \in J_{p}[[X]]$.

Also, $J_{p}[[x]] \cdot J_{q}[[x]] \subset J_{p} \cdot J_{q}[[x]] \subset J_{p+q}[[x]]$.
If $v$ is Hausdorff then $\cap J_{p}[[x]]=0$, and therefore $v^{*}$ is Hausdorff.

To show that $v$ complete $\Rightarrow \nabla^{*}$ complete, let $\{f(n)\}$ be a $\nabla^{-}$ Cauchy sequence. Then $\mathrm{v}^{-}\left(f^{\prime}(n+1)-f(n)\right) \rightarrow \infty$. Therefore, for all i, $v\left(f_{i}(n+1)-f_{i}(n)\right) \rightarrow \infty$. Since $R$ is complete under $V$, then for each $i$ there exists $\lim _{n \rightarrow \infty^{v}} f_{i}(n)=f_{i}$. Let $f=\sum_{i} f_{i} X^{i}$. Given any positive number $K$, there exists $n_{0}$ such that

$$
\begin{array}{ll}
V^{-}(f(n+1)-f(n))>K, & \text { for all } n \geq n_{0}, \text { and hence } \\
V\left(f_{i}(n+1)-f_{i}(n)\right)>K, & \text { for all } n \geq n_{0}, \text { and for all } i \text {. So } \\
V\left(f_{i}(n)-f_{i}\right)>K, & \text { for all } n \geq n_{0}, \text { and for all } i \text {, and } \\
\nabla^{-}(f(n)-f)>K, & \text { for all } n \geq n_{0} \text {. Therefore } \\
f= & \lim _{n \rightarrow \infty} v^{f}(n) .
\end{array}
$$

THEOREM 1 Suppose $v$ is a ring filtration of R with associated ideals $J_{q}$ Define

$$
\begin{aligned}
& \tilde{J}_{q}=J_{q}[[x]]+J_{q-I}[[x]] I_{I}+\ldots+J_{q-r}[[x]] I_{r}+\ldots I_{q} ; \\
& \tilde{v}(f)=\inf _{n}\left\{n+v^{-}(f(n))\right\},
\end{aligned}
$$

( $v^{-}$is the induced filtration of Prop 4, $f(n)$ denotes the homogeneous component of $f$ of degree $n$ ).
Then (i) $\tilde{v}$ is a ring filtration of $R_{n}$ with associated ideals $\tilde{J}_{q}$;
(ii) if $J_{q}=J_{1} q$, then $\tilde{J}_{q}=\tilde{J}_{1} q_{\text {; }}$
(iii) if $v$ is Hausdorff/complete, then $\tilde{v}$ is Heusdorff/complete.
$S$ is a local ring if it has one and only one maximal ideal $m$.
(A ring is local if and only if the non-units form an ideal, which will then be the maximal ideal $m$ ). We obtain a filtration on $S$ by the powers $m^{n}$ of $m$.

COROLLARY 1. If $R$ is a local ring then so is $R_{n}$. If in addition $R$ is Hausdorff, so is $R_{n}$, and if further $R$ is complete, so is $R_{n}$.

The corollary follows from the theorem and the observation that if $m$ is the maximal ideal of $R$ then by Prop. 1 the complement of the ideal $m[[X]]+I_{1}$ of $R_{n}$ consists of units.

For the proof of the theorem we first need a number of lemmas.

INMMA 5 If the $J_{i}$ are ideals of $R$, with $J_{q} \subset J_{q-I} \subset \ldots \subset J_{1}$, and if $K=J_{q}[[x]]+J_{q-1}[[X]] I_{1}+\ldots+I_{q}$, then $f \in K$ if and only if $f(\ell)$ has coefficients in $J_{q-\ell}, \ell=0,1, \ldots, q-1$.

PROOF The sufficiency is straightforward. For necessity, take $f \in K$. Then $f=\sum_{r=0}^{q} g_{r}$, where $g_{r} \in J_{q-r}[[X]] I_{r}$. For $\ell \leq q-I, f(\ell)=\sum_{r=0}^{\ell} g_{r}(\ell)$, and for $r \leq \ell, g_{r}(\ell) \in J_{q-r}[[X]] \subset J_{q-\ell}[[x]]$. Therefore $f(\ell)$ has coefficients in $J_{q-\ell}$.

LEMMA 6 If $J$ is an ideal of $R$, and $K=J[[X]]+I_{1}$, then $K^{q}=J^{q}[[x]]+J^{q-I}[[x]] I_{1}+\ldots+J^{q-r}[[x]] I_{r}+\ldots+I_{q}$.

PROOF By induction on $q$, and using Lemma 5 with $J_{r}=J^{r}$. That $f(\ell)$ has coefficients in $J^{q-\ell}$ implies that $f(\ell) \in K^{q}$, and hence $f \in K^{q}$. Therefore L.H.S. $\rightarrow$ R.H.S. That R.H.S. $工$ L.H.S. is clear. PROOF of Theorem 1 (i) $\tilde{v}$ is clearly a filtration of $R_{n}$.

```
NOW \(\tilde{v}(f) \geq q \Leftrightarrow \quad \inf \left\{n+v^{\prime}(f(n))\right\} \geq q\)
    \(\Leftrightarrow \quad \ell+v^{-}(f(\ell)) \geq q\) for \(0 \leq \ell \leq q-1\)
    \(\Leftrightarrow \quad f(\ell)\) has coefficients in \(J_{q-\ell}\) for \(0 \leq \ell \leq q-1\)
    \(\Leftrightarrow \quad f \in \tilde{J}_{q}\) (by Lemma 5).
```

Since also $\tilde{J}_{p} \cdot \tilde{J}_{q} \subset \tilde{J}_{p+q}$, then this proves (i).
(ii) This follows from Lemma 6.
(iii) Suppose $v$ is Hausdorff. Take $f \in \cap \tilde{J}_{q}$. Then $f(\ell)$ has coefficients in $J_{q-\ell}$ for all $q \geq \ell$. This implies that $f(\ell)$ has coefficients in $\cap J_{q}$, which by our hypothesis is 0 . Hence $f(\ell)=0$ for all $\ell$, and therefore $f=0$. Therefore $v$ is Hausdorff. Suppose $v$ is complete. Denote by $f^{(q)}$ the polynomial part of $f$ of degree < $q$. Then $\tilde{v}\left(f^{(q)}\right) \geq \tilde{v}(f)$. Also,

$$
q-1+\nabla^{-}\left(f^{(q)}\right) \geq \tilde{v}\left(f^{(q)}\right)=\inf _{n} \chi_{\underline{q}}\left\{n+v^{-}(f(n))\right\} \geq v^{-}\left(f^{(q)}\right) .
$$

Let $\left\{f_{r}\right\}$ be a Cauchy sequence under $\tilde{v}$ (throughout the rest of this proof, suffixes refer to the numbering of the sequences). Given $k>0$, there exists $n_{0}=n_{0}(k)$, such that

$$
\begin{aligned}
& \tilde{v}\left(f_{r}-f_{s}\right)>k, \quad \text { for all } r, s \geq n_{0} . \text { Therefore } \\
& \tilde{v}\left(f_{r}^{(q)}-f_{s}^{(q)}\right)>k, \text { for all } r, s \geq n_{0} \text {. Hence } \\
& v^{\prime}\left(f_{r}(q)-f_{s}(q)\right)>k-q+1 \text { for all } r, s \geq n_{0}
\end{aligned}
$$

For a fixed $q,\left\{f_{r}(q)\right\}$ is a Cauchy sequence with respect to $v$. Therefore there exists $\lim _{r \rightarrow \infty} f_{r}(q)=f^{(q)}$ (since $\nabla^{-}$is complete, Prop 4) and

$$
v^{-}\left(f_{r}(q)-f^{(q)}\right)>k-q+1, \text { for all } r \geq n_{0}
$$

Now, $\left(f_{r}(q+1),(q)=f_{r}^{(q)}\right.$, and taking limits we obtain
$\left(f^{(q+1)}\right)(q)=f^{(q)}$. Therefore there exists a unique power series $f$ such that $f^{(q)}$ are the terms of $f$ of degree $<q$. We show now that $\lim _{r \rightarrow \infty} f_{r}=f$. Now

$$
\tilde{v}\left(f^{(l)}-f\right) \geq \ell, \text { and } \tilde{v}\left(f_{r}(\ell)-f_{r}\right) \geq \ell, \text { for all } r \text {. }
$$

Also $\boldsymbol{v}^{\prime}\left(f^{(\ell)}-f_{r}^{(\ell)}\right) \geq \ell$, for $r \geq n_{I}(\ell) \quad$ ( $v^{\prime}$ Cauchy sequence).
Therefore $\tilde{v}\left(f^{(l)}-f_{r}(\ell)\right) \geq \ell$, for $r \geq n_{2}(\ell)$.
Hence $\tilde{v}\left(f-f_{r}\right) \geq l$, for $r \geq n_{1}(\ell)$. This completes our proof.

THEOREM 2 If $R$ is noetherian, then so is $R_{n}$.
PROOF It will suffice to establish the theorem for $n=1$, for then the general case follows by a trivial induction argument, using Lerma 1.

Let $J$ be an ideal of $R_{1}$. For any $q \geq 0, J \cap I_{q}=\{f \in J \mid$ ord $(f) \geq q\}$ is an ideal of $R_{I}$, and its image in $R$ under the map $f \mapsto f_{q}$ (we here revert to the notation where $f_{q}$ denotes the coefficient of $X^{q}$ in $f$ ) is an ideal $A_{q}$ of R. As $f \in J \cap I_{q}$ implies $X f \in J \cap I_{q+1}$ we have $A_{q+1} \supset A_{q}$. The ring $R$ being noetherian, it follows that we can find a $k \geq 0$, so that $A_{k}=A_{k+\ell}$ for all $\ell \geq 0$.

It will suffice to prove that $J \cap I_{k}$ is finitely generated over $R_{1}$, for $J / J \cap I_{k} \cong J+I_{k} / I_{k}$, as an R-submodule of $R_{I / I_{k}}$, is finitely generated over $R$, hence over $R_{2}$. Therefore $J$ will then also be finitely generated over $R_{1}$ 。

As $A_{k}$ is finitely generated there is a finite set $f^{(i)}(i=1, \ldots, s)$
of power series in $J \cap I_{E}$ (the ${ }^{(i)}$ serving as enumerating index here), so that the $f_{k}{ }^{(i)}$ generate $A_{k}$ over R. We contend that the $f^{(i)}$ generate $J \cap I_{k}$ over $R_{I}$ 。

Let $B \in J \cap I_{I_{k}}$. We shall construct inductively sequences $\left\{g^{(i, m)}\right\}_{m}(i=1, \ldots, s)$ of power series, so that firstly

$$
g^{(i, m)} \equiv g^{(i, m+1)} \quad(\bmod \text { degree } m)
$$

and secondly

By the first relation we obtain power series $g^{(i)}=\lim _{\text {ord }} g^{(i, m)}$, and by the second one $g=\sum_{i=1}^{S} f^{(i)}{ }_{g}(i)$. Thus we see that in fact $f^{(i)}$ generate $J \cap I_{k}$ 。

The step from $m$ to $m+1$ goes as follows (put $g^{(i, 0)}=0$ to apply this to the first step!) $: h=g-\sum_{f^{(i)}}^{g^{(i, m)}}$ lies in $J \cap I_{k+m}$. Hence $h_{k+m} \in A_{k+m}=A_{k}$, i.e., $h_{k+m}=\sum_{i=1}^{s} \lambda_{i} f_{k}{ }^{(i)}$, $\lambda_{i} \in$ R. Put $G^{(i, m+I)}=\lambda_{i} X^{m}+E^{(i, m)}$. Then

$$
\begin{aligned}
& g-\sum_{i} f^{(i)} g^{(i, m+1)}=h-\sum_{i} f^{(i)} \lambda_{i} X^{m} \equiv \\
\equiv & \left.h_{k+m} X^{k+m}-\sum_{i} f_{k}^{(i)} \lambda_{i} X^{l k+m} \equiv 0 \text { (mod degree } m+k+1\right) .
\end{aligned}
$$

For the rest of this section we suppose $R$ is a complete local ring, with maximal ideal $m$, and $k=R / m$. For $f \in R_{n}$, $\vec{f}$ denotes its image in $k_{n}$ under the epimorphism $R_{n} \rightarrow k_{n}$ induced by $R \rightarrow k_{\text {. }}$ The Weierstrasse-order of $f, W$ ord $(f)$, is defined by

$$
W-\operatorname{ord}(f)=\operatorname{ord}_{W}(\bar{f}) .
$$

Then $\operatorname{Word}(f) \neq \infty \Leftrightarrow \bar{f} \neq 0 \Leftrightarrow f$ has some unit coefficient. Note that as $\operatorname{ord}_{K}(\vec{f} \cdot \bar{g})=\operatorname{ord}_{k}(\bar{f})+\operatorname{ord}_{J_{k}}(\bar{g})$, also $\mathrm{Wmord}(f . g)=$ $W-\operatorname{ord}(f)+W-\operatorname{ord}(g)$.

A distinguished polynomial $f$ of $R_{1}$ is a polynomial of the form $f_{0}+f_{1} X+f_{2} X^{2}+\ldots+f_{q-1} X^{q-1}+X^{q}$, where all the $f_{i}$ are in $m$. Mote then that $W-\operatorname{ord}(f)=\operatorname{deg}(f)$. THEOREM 3 (Weierstrasse preparation theorem) If $f \in R_{1}$ and $W-\operatorname{ord}(f)=p<\infty$, then there exists a unique $u \in U\left(R_{1}\right)$ and a unique distinguished polynomial $\%$ such that $f=u \cdot g$. Then of course

$$
W-\operatorname{ord}(g)=W-\operatorname{ord}(f) .
$$

PROOF We shall prove by induction on $m$ that $\left(A_{m}\right)$ : There exists a $V^{(m)} \in U\left(R_{1}\right)$ and a distinguished polynomial $g^{(m)}$, so that

$$
\text { f. } v^{(m)} \equiv g^{(m)} \quad\left(\bmod m^{m}[[x]]\right)
$$

This congruence determines $\mathrm{v}^{(\mathrm{m})}$ (and hence $\mathrm{g}^{(\mathrm{m})}$ ) uniquely mod $m^{m}[[x]]$.

Assuming ( $A_{m}$ ) for all $m$, it follows from the uniqueness part that

$$
v^{(m+1)} \equiv v^{(m)} \quad\left(\bmod m^{m}[[x]]\right) .
$$

As $R_{1}$ is complete with respect to the filtration $\left\{m^{\text {III }}[[x]]\right\}$, we obtain in the limit a unit $v$ of $R_{I}$, so that $f_{\bullet} v=g$ is a distinguished polynomial. Moreover, $v$ is determined uniquely mod $m^{\text {m2 }}[[x]]$ for all $m$, i.e., is unique. Now multiply through by $u=v^{-1}$ to get the theorem. To establish ( $A_{m}$ ) we may work over the residue cless ring $R / m$, i.e., we may suppose that $m^{m}=0$. First for $m=1$ the hypothesis
states that $f(X)=X^{p} \cdot u(X)$, where $u(X)$ is a unit of $B_{I}$. But this is in effect also the assertion.

For the induction step write $m=r+2$. By the induction hypothesis there exists a power series

$$
v^{(r)}(x)=v(x)=\sum_{i=0}^{\infty} v_{i} x^{i}
$$

so that, writing $f(X)=\sum_{i=0}^{\infty} f_{i} X^{i}$, we have

$$
\begin{gather*}
\nabla_{0} \in U(R),  \tag{I}\\
V_{0} f_{p}+\ldots+\nabla_{p} f_{0}=1+\mu_{p}, \quad \mu_{p} \in m^{r},  \tag{2}\\
v_{0} f_{s}+\ldots+\nabla_{s} f_{0}=\mu_{s}, \quad \mu_{s} \in m^{r}, \quad(a l l s>p) . \tag{3}
\end{gather*}
$$

This is just the congruence for ( $A_{r}$ ) expressed coefficient-wise.
By the uniqueness part of $\left(\dot{A}_{r}\right)$ the coefficients $v_{i}^{\prime}$ of $v^{(r+1)}(X)$ must be of the form

$$
v_{i}=v_{i}+\lambda_{i}, \quad \lambda_{i} \in m^{r}
$$

We have to show that the $\lambda_{i}$ can be chosen so that

$$
\begin{align*}
& v_{0}^{\prime} f_{p}+\ldots+v_{p}^{\prime} f_{0}^{\prime}=1 \\
& v_{O}^{\prime} f_{s}+\ldots+v_{s}^{\prime} f_{0}^{\prime}=0, \text { for all } s>p .
\end{align*}
$$

(Remember that $m^{n+1}=m^{m}=01$ ). Note that $\nabla_{0}^{\prime}$ will certainly Iie in $U(R)$. From (2), (3), (2') and (3') we get the equations

$$
\lambda_{0} f_{s}+\lambda_{1} f_{s-1}+\ldots+\lambda_{s} f_{0}=-\mu_{s}, \quad(s \geq p)
$$

The $\lambda_{i}$ are to be chosen in $m^{r}$, and we know that $f_{k} \in m$ for $L<p$. Hence we must have

$$
\begin{aligned}
& \lambda_{0} f_{p}=-\mu_{p} \\
& \lambda_{0} f_{p+1}+\lambda_{1} f_{p}=-\mu_{p+1}, \ldots, \\
& \lambda_{0} f_{p+k}+\lambda_{I} f_{p+k-1}+\ldots+\lambda_{k} f_{p}=-\mu_{p+k}, \quad(a l l k \geq 0) .
\end{aligned}
$$

As $f_{p} \in U(R)$ these equations have unique solutions for $\lambda_{i}$ in $R$, and by induction on $k$ one also sees that $\lambda_{p+k}$ must lie in $m^{r}$. Then we can solve for the $v_{i} \cdot$. The uniqueness of the $v_{i}$ mod $m^{r}$ and of the $\lambda_{i}$ implies the uniqueness of the $v_{i}$ •

## 52. Homomorphisms

$A$ and $B$ are abelian groups with filtrations $v$, w respectively. A continuous homomorphism $\theta: A \rightarrow B$ is a homomorphism of groups such that, given $m \in \mathbb{M}$, there exists $\ell \in \mathbb{I}$ for which ( $A_{\ell}$ ) $\theta \subset B_{m}$. Hence, if $v\left(a_{n}\right) \rightarrow \infty$, then $v\left(a_{n} \theta\right) \rightarrow \infty$. To say that $\theta$ is bicontinuous means that $\theta: A \rightarrow B$ is an isomorphism of abelian groups, and both $\theta$ and $\theta^{-1}$ are continuous.

THEOREM 1 (i) Suppose $S$ is a commutative ring, complete under a ring filtration $V$, and $R$ is a subring of $S$. Given $a_{1}, \ldots, a_{n}$ in $S$ with values $V\left(a_{i}\right) \geq 1$, there exists a unique continuous ring homomorphism $\theta: R_{n} \rightarrow S$ (with respect to the order filtration on $R_{n}$ ) which leaves $R$ elementrise fixed, and such that $X_{i} \theta=a_{i}$.
(ii) Explicitly, if $f\left(X_{1}, \ldots, X_{n}\right) \in R_{n}$ then

$$
\exists \lim _{q \rightarrow \infty} f(q)\left(a_{1}, \ldots, a_{n}\right)=f\left(X_{1}, \ldots, X_{n}\right) \theta
$$

(Here $f^{(q)}\left(X_{1}, \ldots, X_{n}\right)$ is again the polynomial of degree $\leq q-1$ which coincides with $f$ mod degree q).
(iii) Iet $T$ be a commatative ring containing $R$, complete under a ring filtration w, and with elements $\xi_{1} \ldots \ldots, \xi_{n}$ for which $w\left(\xi_{i}\right) \geq 1$, so that:

Given $S$ and $a_{1}, \ldots, a_{n}$ as in $(i)$, there exists a unique continuous ring homomorphism $\phi: T \rightarrow S$ with $\xi_{i} \phi=a_{i}$ and leaving $R$ elementwise fixed.

Then the continuous homomorphism $R_{n} \rightarrow T$ which keeps $R$ elementwise fixed and maps $X_{i}$ into $\xi_{i}$ is a bicontinuous isomorphism. PROOF If $f(X) \in R_{n}$, then

$$
f^{(q+1)}(x)-f^{(q)}(x)=\sum_{|i|=q} \quad b_{i} x^{i}, b_{i} \in R
$$

Therefore $f^{(q+1)}\left(a_{1}, \ldots, a_{n}\right)-f^{(q)}\left(a_{1}, \ldots, a_{n}\right)=\left[b_{i_{1}, \ldots, i_{n}} a_{1}^{i_{1}} \ldots a_{n}^{i_{n}}\right.$, and $i t s$ value under $v$ is at least $i_{1}+\ldots+i_{n}=q$. Hence

$$
v\left(f^{(q+1)}\left(a_{1}, \ldots, a_{n}\right)-f^{(q)}\left(a_{1}, \ldots, a_{n}\right)\right) \rightarrow \infty \text { as } q \rightarrow \infty
$$

$\left\{f^{(q)}\left(a_{1}, \ldots, a_{n}\right)\right\}$ is therefore a Cauchy sequence under v. We put

$$
f\left(x_{1}, \ldots, X_{n}\right) \theta=\lim _{q \rightarrow \infty} f(q)\left(a_{1}, \ldots, a_{n}\right)
$$

It follows quite easily now that $\theta$ is a continuous ring homomorphism, and the uniqueness of $\theta$ then follows from continuity.

The proof of (iii) is standard (uniqueness of universal objects).
If there is no ambiguity involved, we shall write $f\left(a_{1}, \ldots, a_{n}\right)$ for $\lim _{q \rightarrow \infty} f^{(q)}\left(a_{I}, \ldots, a_{n}\right)$.

For a ring $S$ with ring filtration $v$, define $I(S, v)=\{s \in S \mid v(s)>0\}$. Consider the category $\mathcal{J}_{R}$, whose objects are the pairs $S, v$ as in Theorem 1 , and whose morphisms are the continuous ring homomorphisms $S, v \rightarrow T, w$ which maps $I(S, v)$ into $I(T, v) . \mathscr{J}_{R} \supset \mathscr{P}_{R}$, where $\mathscr{P}_{R}$ is the full subcategory with objects $R_{n}$,ord (order filtration). Theorem 1 then says $\operatorname{Hom}_{\rho_{R}}\left(R_{n}, S\right) \cong I(S, v)^{n}$, by associating with each $\theta$ the element ( $X_{1} \theta, \ldots, X_{n} \theta$ ).

Consider now the case $S=R_{m}=R\left[\left[Y_{1}, \ldots, Y_{m}\right]\right]$, where we write the indeterminates of $R_{m}$ as $Y$ 's, to distinguish them from those of $R_{n}$, which are still denoted by X's. Let

$$
X_{r} \theta=g_{r}\left(Y_{1}, \ldots, Y_{m}\right), \quad(r=1, \ldots, n)
$$

Then

$$
f\left(X_{1}, \ldots, X_{n}\right) \theta=\lim _{q} \ddagger=f^{(q)}\left(g_{1}(Y), \ldots, g_{n}(Y)\right) .
$$

We shall derive another expression for this element of $R_{m}$. Write for $k \in M_{n}$

$$
g^{k}(Y)=g_{I}^{k}(Y) \ldots g_{n}^{k}(Y)=\sum_{l \in M_{m}} g_{l}^{k} Y^{\ell} .
$$

 for $|\ell|<|k|$. Thus it makes sense to define

$$
\begin{gathered}
f\left(g_{1}, \ldots, g_{n}\right)=f\left(g_{1}, \ldots, g_{n}\right)\left(Y_{1}, \ldots, Y_{m}\right) \\
=\sum_{\ell \in M_{m}}\left(\sum_{k \in M_{n}} \tilde{I}_{k} G_{\ell}^{k}\right) Y^{\ell} \cdot \\
\text { PROPOSITIOII 1 } \lim _{q}+\frac{m}{m} f^{(q)}\left(g_{1}(Y), \ldots, g_{n}(Y)\right)=f\left(g_{1}, \ldots, g_{n}\right)\left(Y_{1}, \ldots, Y_{m}\right) .
\end{gathered}
$$

PROOF Verify for polynomials f. Then extend to power series $f$ by continuity.

Let $f=\left(f_{1}, \ldots, f_{r}\right)$ be a "vector" of $r$ power series in $n$ indeterminates, and let $g=\left(g_{1}, \ldots, g_{n}\right)$ be a "vector" of $n$ power series in m indeterminates. We denote by $f^{\circ} \mathrm{g}$ the vector

$$
\left(f_{1}\left(g_{1}, \ldots, g_{n}\right), \ldots, f_{r}\left(g_{1}, \ldots, g_{n}\right)\right)
$$

of $r$ power series in $m$ indeterminates. With this maltiplication the vectors $f=\left(f_{1}, \ldots, f_{r}\right)$ with varying $r$ and $n$ form a category, whose objects are the positive integers, $f$ being viewed as a "map" $r \mapsto n$. In view of the preceding theorem and proposition, a homomorphism $\theta \in \operatorname{Hom}_{R}\left(R_{n}, R_{m}\right)$ determines a vector $g_{\theta} \quad: n \rightarrow m$. horeover $g_{\theta \circ \phi}=E_{\theta} \circ G_{\phi}$. In fact this map $\theta \mapsto G_{\theta}$ is an isomorphism of categories. In other vords we can either use the language of homomorphisms $\theta$ or that of vectors of power series.

In $R_{n}$, consider the ideal $I=\operatorname{Ker} \varepsilon$, and denote by $\bar{f}$ the image of $f$ under the natural epimorphism $I \rightarrow I / I^{2}=D\left(R_{n}\right)$. If $f=\sum_{i=1}^{n} c_{I} X_{I}+$ terms of degree $\geq 2$, then $\bar{f}=\sum_{i=1}^{n} c_{i} \bar{X}_{i} \cdot D\left(R_{n}\right)$ is a free $R$-module on $\bar{X}_{1}, \ldots, \bar{X}_{n}$. When $\theta: R_{n} \rightarrow R_{m}$ is in $\mathcal{P}_{R}$, then $I\left(R_{n}\right) \theta \subset I\left(R_{m}\right)$, and $I^{2}\left(R_{n}\right) \theta \subset I^{2}\left(R_{m}\right)$, and so $\theta$ induces a homomorphism $D(\theta): D\left(R_{n}\right) \rightarrow D\left(R_{m}\right)$, of R-modules. Denote by $v_{R}$ the category of finitely generated free $R$-modules, or "vector spaces over $R$ ".

PROPOSIMION 2 D is e functor: $\mathscr{P}_{R} \rightarrow v_{R}$.
COROLLARY If $R_{n}$ is bicontinuously isomorphic to $R_{m}$, then $n=m$. For, a finitely generated free module over a comutative ring $R$ has a unique rank.

If $\theta$ is a homomorphism in $\mathscr{P}_{R}$ then $X_{i} \theta=\sum_{k=1}^{m} c_{i k} Y_{k}+$ terms of degree $\geq 2$, and $\bar{X}_{i} D(\theta)=\sum_{k=1}^{m} c_{i k} \bar{Y}_{k} . D(\theta)$ can be represented in the matrix form $D(\theta)=\left(c_{i k}\right)$, and $c_{i k}=\left(\partial X_{i} \theta / \partial Y_{k}\right)_{Y=0}$.

By Prop. 2, $D$ defines a map $: \operatorname{Hom}_{R}\left(R_{n}, R_{m}\right) \rightarrow \operatorname{Hom}_{v_{R}}\left(D\left(R_{n}\right), D\left(R_{m}\right)\right.$. We define a map $E$ in the opposite direction as follows. If $\phi$ maps $\bar{X}_{i}$ onto $\sum c_{i k} \bar{Y}_{k}$, then take $E(\phi): R_{n} \rightarrow R_{m}$ to be the homomorphism which maps $X_{i}$ onto $\sum c_{i k} Y_{k}$. We have

$$
E\left(\phi_{2} \cdot \phi_{2}\right)=E\left(\phi_{1}\right) \circ E\left(\phi_{2}\right), \quad D E(\phi)=\phi .
$$

THEOREM 2 Let $\theta$ be a continuous homomorphism $R_{n} \rightarrow R_{n}$ Then $\theta$ is a bicontinuous isomorphism if and only if $D(\theta)$ is an isomorphism of $R$-modules.
COROITARY If $\theta$ is suriective then it is an isomorphism.
PROOF OF COROLLARY $\theta$ surjective $\Rightarrow D(\theta)$ surjective $\Rightarrow D(\theta)$ isomorphism $\Rightarrow \quad \theta$ isomorphism.

The theorem can be rephrased to read : siven $f_{i}\left(Y_{1}, \ldots, Y_{n}\right)$, with $f_{i}(0, \ldots, 0)=0, i=1, \ldots, n$, then $\operatorname{det}\left(\partial f_{i} / \partial Y_{k}\right)_{Y=0}$ is a unit if and only if there exist $g_{j}\left(X_{1}, \ldots, X_{n}\right)$ such that $f_{i}\left(g_{l}, \ldots, g_{n}\right)=X_{i}$ (INVERSE FUNCTION THEOREM).
PROOF OF THEOREM We need only prove the sufficiency of the condition. Assume that $\phi=D(\theta)$ is an isomorphism. Write $\bar{\phi}=E(\phi)$.

Then $D\left(\theta \circ \bar{\phi}^{-1}\right)=1$. As $\bar{\phi}$ is an isomorphism, it will suffice to show that $\theta \cdot \bar{\phi}^{-1}$ is an isomorphism. Without loss of generality we can therefore suppose that $D(\theta)=1$. With this assumption,

$$
X_{i} \equiv X_{i} \theta \bmod I_{2},
$$

where $X_{1}, \ldots, X_{n}$ are the indeterminates of $R_{n}$. We construct polynomials $g_{i}^{(\ell)}(X)$ of degree $\ell-1$ so that

$$
\begin{aligned}
& X_{i} \equiv g_{i}^{(\ell)}(X \theta) \\
& \bmod I_{\ell}, \\
& g_{i}^{(\ell+1)}(X) \equiv g_{i}^{(\ell)}(X) \quad \bmod I_{\ell} .
\end{aligned}
$$

By induction on 2, suppose that

$$
x_{i} \equiv g_{i}^{(\ell)}(x \theta)+\sum_{|k|=\ell} c_{k} x^{k} \quad \bmod I_{\ell+1}
$$

Then $X_{i} \equiv g_{i}^{(\ell)}(X \theta)+\sum_{|k|=\ell} c_{k}(X \theta)^{k} \bmod I_{\ell+1}$. Take $g_{i}^{(\ell+1)}(X)=g_{i}^{(\ell)}(X)+\sum_{|k|=\ell} c_{k} X^{k}$. Then $\left\{g_{i}^{(\ell)}(X)\right\}$ is a Cauchy sequence, with limit $g_{i}(X)$, say. Also,

$$
X_{i}=g_{i}(X \theta)=g_{i}(X) \theta
$$

Define $\Psi$ by the equations $X_{i} \Psi=g_{i}(X)$. Then $X_{i}(\Psi \circ \theta)=g_{i}(X) \theta=X_{i}$, and so by the uniqueness part of Theorem $1, \Psi 0 \theta=1$. Therefore $I=D(\Psi) \circ D(\theta)=D(\Psi)$. As before, there exists $X$ so that $X \cdot \Psi=1$. Therefore $X=X \bullet(\Psi \bullet \theta)=\theta$, and hence $\Psi$ and $\theta$ are inverse isomorphisms.

Although $\operatorname{Hom}_{S_{P}}\left(R_{n}, R_{m}\right)$ is not a Eroup, we can define some sort of "filtration" on it by taking

$$
\begin{aligned}
\operatorname{ord}(\theta) & =\inf _{f \neq 0}\left(\operatorname{ord}_{Y}(f \theta)-\operatorname{ord}_{X}(f)\right) \\
& =\inf _{i=1, \ldots, n}\left(\operatorname{ord}_{Y}\left(X_{i} \theta\right)-1\right) .
\end{aligned}
$$

With this definition,

$$
\text { ord }(\theta \circ \phi) \geq \operatorname{ord}(\theta)+\operatorname{ord}(\phi)
$$

## $\$ 3$.

Formal Groups
In this section we take $R$ to be a fixed ring, and all power series are over R.

A forman group $F(X, Y)$ of dimension $n$ is a system $F_{i}(X, Y)$ of $n$ power series in $2 n$ indeterminates $X=\left\{X_{1}, \ldots, X_{n}\right\}, Y=\left\{Y_{1}, \ldots, Y_{n}\right\}$ satisfying
(I) $\quad F(X, O)=X, \quad F(O, Y)=Y$;
(2) $\quad F(F(X, Y), Z)=F(X, F(Y, Z))$.

In view of (1), the substitution in (2) makes sense. Irmediately we have $F(0,0)=0$, and

$$
F_{i}(X, Y) \equiv X_{i}+Y_{i} \text { mod degree } 2
$$

horeover, terms of degree greater than 1 are "mixed", i.e. $X$ 's and $Y^{\prime}$ s only occur together. $F$ is commtative if $F(X, Y)=F(Y, X)$. PROPOSITION 1 Given $F$, there exists a unique $i(X)$ (n power series in $n$ indeterminates so that $F(X, i(X))=F(i(X), X)=0$. PROOF Put $g_{i}(X, Y)=X_{i}-F_{i}(X, Y), i=1, \ldots, H_{i} \quad g_{i}$ has no constant
term when viewed as a power series in $Y$.

$$
\left(\partial g_{i} / \partial Y_{k}\right)_{X=Y=0}=-\left(\partial F_{i} / \partial Y_{k}\right)_{X=Y=0}=-\delta_{i k} .
$$

By 51, Prop. 1 , the determinant of $\left(\partial g_{i} / \partial Y_{k}\right)_{Y=0}$ is a unit of $R\left[\left[X_{1}, \ldots, X_{n}\right]\right]$. Apply §2, Theorem 2: there exist $h_{i}(X, Y),(i=1, \ldots, r)$ such that $g_{i}(X, h(X, Y))=Y_{i}$, i.e. $X_{i}-F_{i}(X, h(X, Y))=Y_{i}$, or $F_{i}(X, h(X, Y))=X_{i}-Y_{i},(i=1, \ldots, n)$. Put $Y=X: F_{i}(X, h(X, X))=0$. Take $i(X)=h(X, X)$.

The proof of the uniqueness of the inverse is a translation of the standard proof of group theory.

Suppose now that $F$ and $G$ are formel groups of dimensions $n$ and $m$ respectively, A homomorphism $f: F \rightarrow G$ is a "vector" $f=f_{1}, \ldots, f_{m}$ of $m$ power series in $X_{1}, \ldots, X_{n}$, with no constant terms, so that

$$
f(F(X, Y))=G(f(X), f(Y)) .
$$

The homomorphism $f$ determines a homomorphism $\theta_{f}: R_{m} \rightarrow R_{n}$, given by $Z_{i} \theta_{f}=f_{i}(X)$, where $Z_{i}$ are the indeterminates of $R_{m}$ and $X_{i}$ those of $R_{n}$. If $f: F \rightarrow G, g: G \rightarrow H$ are homomorphisms of formal groups then $\mathrm{g}^{\circ} \mathrm{f}: \mathrm{F} \rightarrow \mathrm{H}$ is a homomorphism of formal groups. Also $I_{i}(X)=X_{i}$ gives the identity homomorphism of $F$. Hence :

PROPOSITIOH 2. The formal groups and their homomorphism form
a category $\mathscr{y}_{\mathrm{R}}\left(=\mathcal{F}_{7}\right)$, and $f \mapsto \theta_{\mathrm{f}}$ defines a contravariant functor $\mathscr{F}_{R} \rightarrow \mathscr{P}_{R}$. (But as f is written on the left, $\theta$ on the right we still have $\left.\theta_{f \circ g}=\theta_{f} \circ \theta_{G}.\right)$
Remari: : A homomorphism $f: F \rightarrow G$ of formal groups is an isomorphism (in $\mathscr{F}_{R}$ ) if and only if $\theta_{f}$ is an isomorphism (in $\mathscr{P}_{R}$ ). Moreover,
if $I$ is any "vector" of $n$ power series with $\theta_{f}$ an isomorphism, and if $F$ is a formal group of dimension $n$, then there is a unique formal group $G\left(=f \circ F \circ f^{-1}\right)$ so that $f$ is an isomorphism $F \rightarrow G$. THEOREM 1 (i) Let $F$ be a formal group of dimension $n$, and $S, v \in \mathcal{J}_{R}$. Then ${ }^{\operatorname{Hom}_{\mathcal{I}_{R}}}\left(R_{n}, S\right)$ becomes an group $F(S)$ under the operation given by
 is comutative, then $F(S)$ is abelian.

(iii) Let $G$ be a further formal group of dimension $m$, then When $f \in \operatorname{Hom}_{\text {ry }}(G, F)$, we have

$$
\theta_{f} \circ\left(\omega_{G}^{*} \phi\right)=\left(\theta_{f} \circ \omega\right) \frac{\ddot{F}}{F}\left(\theta_{f} \circ \phi\right) .
$$

(iv) With the hypothesis of (iii), and if in addition $F$ is commutative, then $\operatorname{Hom}_{\text {nf, }}(G, F)$ is a subgroup of the abelian group $F\left(R_{m}\right)=\operatorname{Hom}_{\mathscr{P}_{R}}\left(R_{n}, R_{n}\right)$.

Remarks: (i) Identifying

$$
\operatorname{Hom}_{\mathcal{S}_{R}}\left(R_{n}, S\right)=I(S, v)^{n}
$$

(cf. 52 , Theorem I), the group operation becomes $\alpha_{F}^{*} \beta=F(\alpha, \beta)$, $\alpha, \beta \in I(S, v)^{n}$.
(ii) Again, if we express $\operatorname{Hom}_{P_{P}}\left(R_{n}, R_{m}\right)$ in terms of vectors $f$ of power series we get the group operation

$$
\left(f_{F}^{*} g\right)(X)=F(f(X), g(X))
$$

(iii) By the theorem, $\operatorname{Hom}_{P_{R}}\left(R_{n}, R_{n}\right)$ is closed under composition (multiplication) and $\underset{F}{F}$ (addition), with a one-sided distributive law,
i.e., it is a near ring.
(iv) The theorem, plus a few formal trivialities, tells us that $F(s)$ is a functor ${ }^{n} \int_{R} \times \mathcal{Y}_{R} \rightarrow$ groups.
(v) Let $\mathscr{F}_{a b}$ be the full subcategory of $\mathcal{F}^{F}=F_{R}$ whose objects are the comutative formel groups. Then the sets Hom ( $F, G$ ) for $F, G \in$ 'f $_{a b}$ have the structure of abelian groups and the composition of honomorphisms is bilinear. In particular End $(F)=\operatorname{Hom}_{\mathscr{F}}(F, F)$ is now a ring.

The proof of Theorem 1 is by a straightforward application of the definitions, and the axioms for formal groups.

Suppose nor that $T$ is a cormatative formal group of dimension $n$. We derine a function $\bar{v}$ on the abelian group $F(S)=I(S, v)^{n}$ by

$$
\bar{v}\left(\alpha_{1}, \ldots, \alpha_{n}\right)=\inf _{i} v\left(\alpha_{i}\right) .
$$

We state the following two propositions without proof :
PROPOSITION $3: \bar{v}$ is a filtration of $F(S)$.
(Ve have not defined filtrations for non-abelian groups!)
PROPOSITIONI 4: With $F$ and $G$ as in Theoren 1 (iv), the composite
$\max \operatorname{Hom}_{\operatorname{qa}_{r}}(G, F) \longleftrightarrow \operatorname{Horg}_{\mathcal{P}_{R}}\left(P_{n}, R_{m}\right) \xrightarrow{D} \operatorname{Hom}_{R}\left(D\left(R_{n}\right), D\left(R_{m}\right)\right)$ is a homomorphism of groups (the comosition in Hom ( $C, F$ ) beinf $\%$ ).

For a given prime number $p$, denote by $\pi \quad: R_{n} \rightarrow R_{n}$ the homomorphism which fixes $R_{n}$ and talres $X_{i}$ into $X_{i}^{p}$. Then $\pi \circ \pi=\pi^{(2)}: X_{i} \mapsto X_{i}^{p^{2}}$ and $\pi(q): X_{i} \mapsto X_{i}^{p^{q}}$. Let $R^{+}$denote the additive group of $R$.

THEOREI 2 Let $f: F \rightarrow G$ be a honomormhism ois formal groups (of dimensions $n$ and $m$ respectively and let $\theta_{f}: R_{m} \rightarrow R_{n}$ the
corresponding homomorphism of rings. (i) Suppose $R^{+}$is torsion free. Then $D\left(\theta_{f}\right)=0$ if and only if $f=0$. (ii) Suppose $R^{+}$is of exponent $p$ (prime). Then $D\left(\theta_{f}\right)=0$ if and only if either $f=0$, or $\theta_{f}=\phi_{\mathrm{I}} \circ \pi^{(q)}$, where $D\left(\phi_{f}\right) \neq 0$ and $q>0$.

PROOF We use the notation $\partial f_{i} / \partial X_{k}=f_{i k}\left(X_{1}, \ldots, X_{n}\right)$; $\left(\partial F_{\mu} / \partial Y_{\nu}\right)\left(X, Y_{I}, \ldots, Y_{n}\right)=F_{\mu \nu}(X, Y) ;\left(\partial G_{i} / \partial V_{2}\right)(U, V)=G_{i \ell}(U, V)$.
Now differentiating the equation $f_{i}(F(X, Y))=G_{i}(f(X), f(Y))$
with respect to $Y_{E}$, we obtain (chain rule)

$$
\sum_{j=1}^{n} f_{i j}(F(X, Y)) F_{j k}(X, Y)=\sum_{l=1}^{m} G_{i l}(F(X), f(Y)) f_{l k}(Y) .
$$

Define the matrices

$$
\begin{aligned}
d f(X)= & \left(f_{i j}(X)\right) ; d_{2} F(X, Y)=\left(F_{j l}(X, Y)\right) ; \\
& d_{2} G(U, V)=\left(G_{i \ell}(U, V)\right) .
\end{aligned}
$$

Our equation, for all $i$ and $k$, then gives the matrix equation

$$
d f(F(X, Y)) \cdot d_{2} F(X, Y)=d_{2} G(f(X), f(Y)) \cdot d f(Y) .
$$

IIence

$$
d f(F(X, 0)) \cdot d_{2} F(X, 0)=d_{2} G(f(X), 0) \cdot d f(0),
$$

i.e.,

$$
d f(x) \cdot d_{2} F(x, 0)=d_{2} G(f(x), 0) \cdot d f(0) .
$$

How $d f(0)=D\left(\theta_{f}\right)$. Also, $\operatorname{det} d_{2} F(0,0)=1$ i.e., $\varepsilon_{n}\left(\operatorname{det} d_{2} F(X, 0)\right)=I$. Hence by 51, Prop. 1, det $d_{2} F(X, 0)$ is a unit, and so $d_{2} F(X, 0)$ is an
invertible matrix. If $D\left(\theta_{f}\right)=0$, i.e., $\partial f(0)=0$, then $d f(X)=0$, and therefore $\partial f_{i} / \partial X_{j}=0$ for all $i, j$. When $R^{+}$is torsion free this implies $f=0$. When $R^{+}$is of exponent $p$ this implies $f(X)=g\left(X^{P}\right)$, i.e., $\theta_{f}=\theta_{E}{ }^{\circ} \pi$. In the latter case now proceed by induction. But we must show that $\theta_{G}$ comes from a homomorphism of formal groups, i.e., that $G(X)$ is a homomorphism of formal groups. How

$$
\begin{aligned}
g\left(F^{(p)}\left(X^{p}, X^{p}\right)\right) & =g\left(F(X, Y)^{p}\right)=f(F(X, Y))=G(f(X), f(Y)) \\
& =G\left(G\left(X^{p}\right), G\left(Y^{p}\right)\right)
\end{aligned}
$$

where $F^{(p)}$ is obtained from $F$ by raising each coefficient to its pth power. We have then $g\left(F^{(p)}(X, Y)\right)=G(g(X), G(Y))$. Since $F^{(p)}(X, Y)$ is a formal group (the map which sends each elenent of $K$ into its pth pover is an endomorphism of $R$ ), $g$ is indeed a homomorphism of formal grouns.

If $\theta=\phi \circ \pi^{(h)}$, and $D(\phi) \neq 0$, then $h=h t(\theta)$ is called the height of $\theta$. We define $h t(0)=\infty$. For $f$ a homomorphism of formal Eroups, $h t\left(\theta_{f}\right)=\operatorname{ht}(f)$ is called the height of $f$. If $f \neq 0$, then $h t(f)=h$ is the greatest integer so that $f$ is a power series in $X^{p^{h}}$.

PROPOSITION 5. (i) If $f$, E are homonorpliisms of formal groups and fag is defined, then $h t(f \circ g) \geq h t(f)+h t(G)$. (ii) If, $G$ is a comutative formal group and $f, G \in \operatorname{Hom}_{\mathfrak{F}}(F, G)$, then

$$
\operatorname{ht}\left(f_{G}^{*} g\right) \geq \operatorname{ini} \quad\{\operatorname{lnt}(\hat{I}), \operatorname{ht}(g)\}
$$

PROOF (i) If $f$ is a power series in $\mathrm{Y}^{\mathrm{ht}(\mathrm{f})}$, and $g$ is a pover series in
$X^{\mathrm{p}^{\mathrm{ht}(\mathrm{g})}}$ (where Y and X are the corresponding indeterminates) then clearly $f \circ g$ is a power series in $X^{\mathrm{p}^{\operatorname{ht}(f)+h t(g)} \text {, and thereiore }}$ $h t(f)+h t(g) \leq h t(f \circ g)$. (HOTE: if our formal groups are of dimension $I$, and $R$ is an integral domain, then $h t(f)+\operatorname{ht}(g)=\operatorname{ht}(f \circ \tilde{G})$, and the height function is a valuation).
(ii) Since $\theta_{f}$ can be written in the form $\theta_{f} \cdot \pi(h t(f))$ where $D\left(\phi_{f}\right) \neq 0$, then $\inf _{i}\left\{\operatorname{cord} X_{i} \phi_{f}\right\}=1$. Therefore $\bar{v}(f)=\inf _{i}\left\{\operatorname{ord} f_{i}\right\}=p^{\operatorname{ht}(f)}$. The filtration property of $\overline{\mathrm{V}}$, established in Prop. 3, now gives $p^{\text {ht }\left(f_{G}^{\prime} g\right)} \geq \inf \left\{p^{h t(f)}, p^{h t(g)}\right\}$, which implies that $h t\left(f{ }_{G}^{\prime \prime} g\right) \geq \inf \{h t(f), h t(g)\}$. [Throughout this proof read "power series" to mean "vector of power series"]

## 51. The bialgebra of a formal group

Throughout this chapter $R$ is a fixed comutative ring with identity and $\mathcal{M}$ is the category of R -modules. For $\mathrm{H}_{3} \mathbb{N} \in \mathcal{M}$ also $M \otimes_{R}{ }^{N}$ and $H_{R}(M, \mathbb{N})$ are R-modules.

We shail need the notions of a coalgebra and of a bialgebra
over R. The definitions we shall give are adapted to our special situation. A coalgebra $\{N, k, \alpha, \beta\}$ is given by an R-module $M$ and homomorphisms of R-modules

$$
K: M \longrightarrow M \otimes_{R} \quad \text { (comultiplication) },
$$

(1.1)

$$
\alpha: R \longrightarrow M
$$

$$
B: M \longrightarrow R \text {, }
$$

so that the following diagrams comute:


(1.3)

(here $t$ is the "twisting map", $t(x 8 y)=y 8 x ;$ "commutative law").
(1.4)


A bialgebre is given by
(i) a coalgebra $\{M, k, \alpha, \beta\}$,
(ii) the structure of an associative (but not necessarily conmutative) R-algebra on $M$ with identity [Exercise : describe by diagrams].

Here $\alpha$ is to coincide with the algebra structure map $R \rightarrow N$, and $K$ and $\beta$ are to be homomorphisms of R-algebras. Note that together with $M$ also $M \otimes_{R} M$ has the structure of an R-algebra with identity, the product being given by $\left(x_{1} \otimes y_{1}\right) \cdot\left(x_{2} \otimes y_{2}\right)=x_{1} x_{2} \otimes y_{1} y_{2}$. We thus demand that $k(x \cdot y)=k(x) \cdot K(y)$. Apart from the possible absence of the cormutative law for multiplication the axiom set for a bialgebra is
self dual. If the moltiplication in $M$ is comutative we shall speak of a commutative bialgebra.

We shall now consider the category $\mathcal{N}$ whose objects are the power series rings $R_{n}$, for varying $n$, viewed as filtered R-modules under the order filtration, and whose norphisms are the continuous homomorphisms of filtered R-modules (i.e. not just the ring homomorphisns as in $\mathscr{P}_{R}$ ). We shall also view $R=R_{0}$ as a complete filtered R-module, via the trivial filtration $: v(a)=0$ if $a \neq 0$. Write

$$
U_{n}=\operatorname{Hom}_{\mathcal{N}}\left(R_{n}, R\right)
$$

Notation: If $f \in R_{n}, u \in U_{n}$ we shall use the symbol <f,u> for the image in $R$ of $f$ under $u$. Thus

$$
\begin{aligned}
& \langle f, u+v\rangle=\langle f, u\rangle+\langle f, v\rangle, \\
& \langle f+E, u\rangle=\langle f, u\rangle+\langle E, u\rangle,
\end{aligned}
$$

and if $r \in R$,

$$
\langle r f, u\rangle=\langle\hat{I}, r u\rangle=r\langle f, u\rangle
$$

The fact that $u$ is continuous means that $\langle f, u\rangle=0$ whenever ord $f \geq r_{u}$ where $m_{u} \in N$ depends on $u$. We identify $U_{0}$ with $R$, via

$$
\left\langle r_{1}, r_{2}\right\rangle=r_{1} r_{2}
$$

We also need provisionally a notation for the action of an elenent $s \in \operatorname{Hom}_{\mathcal{M}}\left(U_{n}, R\right)$. We shall write $[s, u]$ for the inage of u under $s$.

In the sequel let $\mathcal{N}^{*}$ denote the full subcategory of $\mathcal{M}$ formed by the modules $U_{n}$.

PROPOSIMIOIS 1 (i) If $\theta \in \operatorname{Hog}\left(n_{n}, R_{m}\right)$ then the equation

$$
\langle f \theta, u\rangle=\left\langle f, \theta^{*} u\right\rangle \quad\left(f \in P_{n}, u \in U_{m}\right)
$$

defines a $\theta^{*} \in \operatorname{Hom}_{M}\left(U_{m}, U_{n}\right)$ The maps $R_{n} \mapsto U_{n}, \theta \mapsto \theta^{*}$ define an additive contravariant functor $\mathcal{N} \rightarrow \mathcal{N}^{*}$. (Hote however that as we are writing the maps $U_{m} \rightarrow U_{n}$ on the left we shall have $(\theta \circ \phi)^{*}=\theta^{*} \circ \phi^{*}$.)
(ii) If $\omega \in \operatorname{Hom}_{M}\left(U_{m}, U_{n}\right)$ then the equation $[s, \omega u]=\left[s \omega^{\prime}, u\right]$ defines a map $\omega^{\prime}: \operatorname{Hom}_{\mu}\left(U_{n}, R\right) \rightarrow \operatorname{Horm}_{\mu}\left(U_{m}, R\right)$.
(iii) The equation $\left[s_{f}, u\right]=\langle f, u\rangle$ for a given $f \in R_{n}$, and all $u \in U_{n}$ defines an $s_{f} \in \operatorname{Hom}_{M}\left(U_{n}, R\right)$. The map $f \mapsto s_{f}$ is a homomornhism $R_{n} \rightarrow \operatorname{Hom}_{\mathcal{M}}\left(U_{n}, R\right)$ of $R$ modules.

$$
\text { (iv) } s_{f \theta}=\left(s_{f}\right)\left(\theta^{*}\right)^{\prime} .
$$

PROOF Straightforward and standard!
PROPOSITIOH: $2 U_{n}$ is a free R-module on $\delta_{k}\left(k \in M_{n}\right)$, where <f, $\left.\delta_{k}\right\rangle=f_{k}$, i.e.,

$$
\left\langle X^{\ell}, \delta_{k}\right\rangle=\begin{aligned}
& 1, k=\ell \\
& 0, k \neq \ell .
\end{aligned}
$$

PROOF If $u \in U_{n}$, then $u=\sum_{k \in M_{n}}\left\langle X^{k}, u\right\rangle \delta_{k}$ (the right-iand sum is in fact a finite sum : $u$ is continuous and hence $\left\langle x^{k}, u\right\rangle=0$ for all $|x|$ sufficiently large). $U_{n}$ is thereíore spanned by $\hat{o}_{k}$. How <f, $\sum_{k} c_{k} \delta_{k}>=\sum_{k} f_{k} c_{k}$. Therefore $\sum_{k} c_{k} \delta_{k}=0$ implies
$\sum_{k} f_{k} c_{k}=0$ for all $f$, and so also $c_{k}=0$ for all $k$. Hence in fact $U_{n}$ is free on the $\delta_{k}$.

COROLTARY I The map $f \mapsto s_{f}$ is an isomorphism $R_{n} \rightarrow \operatorname{Hom}_{M}\left(U_{n}, R\right)$. PROOF If $s_{f}=0$, then $0=\left[s_{f}, u\right]=\langle f, u\rangle$ for all $u \in U_{n}$. This implies $f=0$, and therefore $f \mapsto s_{f}$ is injective.

$$
\text { If } s \in \operatorname{Hom}_{\mathcal{M}}\left(U_{n}, R\right), \text { take } f=\sum_{k}\left[s, \delta_{k}\right] \quad X^{k} \text {. Then } s=s_{f}
$$

Thus $f \mapsto s_{f}$ is surjective.
COROLTARY 2. The homomornhism Hom $_{\mathcal{M}}\left(R_{n}, R_{n}\right) \rightarrow \operatorname{Hon}_{M}\left(U_{m}, U_{n}\right)$ which maps $\theta \mapsto \theta$ " is an isomormism. Thus the functor $\mathcal{N} \rightarrow \mathcal{N}^{*}$ of

## Proposition 1 is an antisomorphism of categories.

PROOF Suppose $\theta^{*}=0$. Then for all $f, u,\left\langle f, \theta^{*} u\right\rangle=0$. Therefore $0=\langle f \theta, u\rangle=\left[s_{f \theta}, u\right]$, which implies $s_{f \theta}=0$ for all f. But $s$ is an isomorphism, and thererore $f \theta=0$ for all $f$, which means $\theta=0$. This proves injectivity. If $\omega \in \operatorname{Hom}_{\mathcal{M}}\left(U_{m}, U_{n}\right)$, define $\theta \in \operatorname{Hog}_{\mathcal{N}}\left(R_{n}, R_{m}\right)$ by $f \theta=\sum_{k}\left\langle f, \omega \delta_{k}\right\rangle X^{k}$. Then $\theta^{\%}=\omega$. This proves surjectivity. COROLTARY 3. The map $U_{n} \otimes{ }_{n} U_{n} \longrightarrow U_{2 n}$ given by
${ }^{\delta}\left(k_{1}, \ldots, k_{n}\right){ }^{\delta}\left(\ell_{1}, \ldots, l_{n}\right) \rightarrow{ }^{\delta}\left(k_{1}, \ldots, k_{n}, \ell_{1}, \ldots, l_{n}\right)$
is an isomornhism of $R$-modules.
PROOF Obvious.
The significance of the last corollary lies in an interpretation presently to be derived.

Let $I=\left\{f \in R_{n} \mid\right.$ ord $\left.(f) \geq 1\right\}$. Then

$$
\operatorname{Im}\left\{\left(I \otimes_{R_{n}}+R_{n} \theta_{R^{\prime}}^{I}\right) \rightarrow R_{n} \otimes_{R_{n}}^{R_{n}}\right\}=\bar{I}
$$

is an ideal of the ring $R_{n}{ }^{8} R_{n} R_{n}$. Let $v$ be the filtration of $R_{n} \theta_{R} R_{n}$ corresponding to the powers $\overline{\mathrm{I}}{ }^{q}$ of the ideal $\overline{\mathrm{I}}$. Then $v(f \otimes g)=\operatorname{ord}(f) \div \operatorname{ord}(g)$. Denoting the indeterminates of $R_{n}$ by
$X=X_{1}, \ldots, X_{n}$ and those of $R_{2 n}$ by $X^{\prime}, X^{\prime \prime}=X_{1}^{\prime}, \ldots, X_{n}^{\prime}, X_{1}^{\prime \prime}, \ldots, X_{n}^{\prime \prime}$ we define a homomorphism $R_{n}{ }^{8} R_{n} R_{n}+R_{2 n}$ of R-modules by : $f(X) \otimes g(X) \longmapsto f\left(X^{\prime}\right) g\left(X^{\prime \prime}\right)$. This turns out to be an injective continuous homomorphism of R-algebras. In fact the filtration $v$ is seen to be simply the restriction of the order filtration of $R_{2 n}$. Going over to the completion $R_{n} \hat{\otimes} R_{n} R_{n}$ of $R_{n} \otimes R_{n} R^{2}$ we obtain a bicontinuous isomorphism $R_{n} \hat{\theta}_{R_{n}}{ }_{n} \cong R_{2 n}$. Thus we get an isomorphism $U_{2 n} \cong \operatorname{Hom}_{\mathcal{N}}\left(R_{n} \hat{\theta}_{R} R_{n}, R\right)$, and the module on the right can be identified with $U_{n} \& R_{n} U_{n}$. The resulting isomorphism $U_{2 n} \cong U_{n}{ }_{R} U_{n}$ is the inverse of that of the last corollary.

The ring multiplication in $R_{n}$ is described by a map : $R_{n} \otimes R_{n} \rightarrow R_{n}$. As multiplication is continuous and $R_{n}$ is complete, this map extends uniquely to a continuous homomorphism

$$
\pi_{n}: R_{n} \hat{\otimes}_{R_{n}} R_{n} \longrightarrow R_{n}
$$

determined uniquely by the rule

$$
(f(X) \otimes g(X)) \pi_{n}=f(X)_{g}(X) .
$$

Identify from now on $R_{n} \hat{8}{ }_{R} R_{n}=R_{2 n}$. In the previously introduced notation for the indeterminates of $R_{2 n}, \pi_{n}$ is then given by

$$
h\left(X^{\prime}, x^{\prime \prime}\right) \pi_{n}=h(X, X)
$$

Let $\varepsilon_{n}: R_{n} \rightarrow R$ be the augmentation, $\mu_{n}: R \rightarrow R_{n}$ the ring erabeding. We then have, on identifying $U_{2 n}=U_{n} \otimes U_{n}$, (vriting $\mathscr{P}$ for $\mathscr{P}_{R}$ )

PROPOSITIONT 3 The Maps

$$
\begin{aligned}
& \pi_{n}^{*}: U_{n}+U_{2 n}=U_{n}^{8} R_{n} U_{n} \\
& \varepsilon_{n}^{*}: R \rightarrow U_{n} \\
& \mu_{n}^{*}: U_{n} \rightarrow R
\end{aligned}
$$

define on $U_{n}$ the structure of a coalgebra.
The isomorphism

$$
\operatorname{Hom}_{\mathcal{N}}\left(R_{n}, R_{m}\right) \stackrel{\cong}{=} \operatorname{Hom}_{\mathcal{M}}\left(U_{m}, U_{n}\right)
$$

gives rise to a bijection

$$
\operatorname{Hom}_{g}\left(R_{n}, R_{m}\right) \cong \operatorname{Hom}_{C O Q 1 g}\left(U_{m}, U_{n}\right) .
$$

PROOF For the first assertion we only have to show that $\pi_{n}, \varepsilon_{n}$ and $\mu_{n}$ enter into commutative diagrams dual to those postulated for the maps $k=\pi_{n}^{*}, a=\varepsilon_{n}^{*}, \beta=\mu_{n}^{*}$ defining a coalgebra structure (see (1.1)-(1.6)). For example (1.2) follows from the associative laty for the product $\pi_{n}$, (1.3) from the commutative law, and so on.

For the second part of the proposition note that a
$\theta \in \operatorname{Hom}_{\mathcal{N}}\left(R_{n}, R_{m}\right)$ will actually lie in Hom $\mathscr{P}^{\left(R_{n}, R_{m}\right) \text { if and only if }}$ the diagrams


commute. The dual diagrams (star everything and reverse all arrows) give precisely the necessary and sufficient conditions for $\theta^{*}$ to be a homomorphism of coalgebras.

Let $U$ be the category whose objects are the coalgebras $\left\{U_{n}, \pi_{n}^{*}, \varepsilon_{n}^{*}, \mu_{n}^{*}\right\}$ and whose morphisms are the homomorphisms of coalgebras. The last proposition then tells us that the functor $\mathcal{N} \rightarrow \mathcal{N}^{*}$ yields an antisomorphism $\mathscr{P}+\boldsymbol{U}$ of categories.

Let $F=F\left(X^{\prime}, X^{\prime \prime}\right)$ be a power series in $2 n$ indeterminates $X^{\prime}=X_{1}^{\prime}, \ldots, X_{n}^{\prime}$ and $X^{\prime \prime}=X_{1}^{\prime \prime}, \ldots, X_{n}^{\prime \prime}$, with zero constant term. Let $\theta_{F} \in \operatorname{Hom}_{\mathcal{P}}\left(R_{n}, R_{2 n}\right)$ be the corresponding homomorphism of power series rings. Thus $f(X) \theta_{F}=f\left(F\left(X^{\prime}, X^{\prime \prime}\right)\right.$. Then $F$ will be a formal group if and only if the following diagrams comute :
(1.7)

(identifying $R_{n}{ }^{8} R^{R}=R_{n}$ ),
(1.8)


In addition we know of course that $\theta_{F}$ is a homomorphism of rings, preserving identities. Hence the following two diagrams also commute

(1.10)


In the first diagram the vertical maps are those induced by multiplication, going over from $\otimes$ to the completed tensor product $\hat{\otimes}$. Consider now the dual map

$$
p=\theta_{F}^{*}: \quad U_{2 n}=U_{n} \otimes_{R} U_{n}+U_{n}
$$

This is an R-linear multiplication on $U_{n}$ and the duals of diagrams (1.7)-(1.10) now show that $U_{n}$ becomes a bialgebra. E.g. the duel of ( 1.8 ) is the associative law for multiplication and the dual of (1.9) tells us that the comultiplication $\pi_{n}^{*}$ of $U_{n}$ is an algebra homomorphism.

We can sum $u p$ : If $F$ is a formal group of dimension $n$, then $p=\theta_{F}^{*}$ defines the structure of a bialgebra on $U_{n}$ (the coalgebra structure being fized once and for all by $\pi_{n}^{*}, \varepsilon_{n}^{*}$ and $\mu_{n}^{*}$ ). Conversely if $p: U_{n} \theta_{R} U_{n} \rightarrow U_{n}$ is a map, defining the structure of a bialgebra then in particular $p \in \operatorname{Hom}_{C o a l g}\left(U_{2 n}, U_{n}\right)$ and hence $p=e_{F}^{*}$ for some unique power series $F\left(X^{2}, X^{\prime \prime}\right)$. The axioms imposed on $p$ (as stated above) then imply that $F$ is a formal group. We have thus proved the first part of
THEOREM 1 (i) The map $F \mapsto \theta_{F}^{*}=p_{F}$ is a bi,iection of the set of formal groups of dimension $n$ onto the set of structures of bialgebra on the coalgebra $\left\{U_{n}, \pi_{n}^{*}, \varepsilon_{n}^{*}, \mu_{n}^{*}\right\}$.
(ii) The algebra $U_{n}, p_{F}$ is comutative if and only if the formal group $F$ is commtative.
(iii) If $F$ and $G$ are formal groups of dimensions $n$ and $m$ respectively then the isomorphism

$$
\operatorname{Hom}_{\mathcal{N}}\left(R_{m}, R_{n}\right) \stackrel{\operatorname{Hom}_{M}}{ }\left(U_{n}, U_{m}\right)
$$

gives rise to a bijection

$$
\operatorname{Hom}_{\mathscr{H}}(F, G) \cong \operatorname{Hom}_{B i=1 g}\left(\left(U_{g}, P_{F}\right),\left(U_{m}, P_{G}\right)\right)
$$

The proof of (ii) is quite analogous to that of (i).
For (iii), consider the vectors $f=\left(f_{1}, \ldots, f_{m}\right)$ of $m$ power series in $n$ indeterminates. We know that these stand in biunique correspondence under a map $f \mapsto \theta_{f}$ with the $\theta \in \operatorname{Hom}_{\rho}\left(R_{m}, R_{n}\right)$. Going over to the duals we obtain a bijection $f \mapsto p_{\hat{I}}=\theta_{f}^{*} \in$ Hom $_{\text {Coalg }}\left(U_{n}, U_{m}\right)$. By dualizing the appropriate diagram one sees then that $f$ is a homomorphism $F \rightarrow G$ precisely when the diagram

commutes, i.e. when $p_{f}$ is a homomorphism $\left(U_{n}, p_{F}\right) \rightarrow\left(U_{m}, p_{G}\right)$ of bialgebras.

Let $B$ be the category of bialgebras whose underlying coalgebra is one of the $\left\{U_{n}, \pi_{n}^{*}, \varepsilon_{n}^{*}, u_{n}^{*}\right\}$. We can then sum up The maps $F \mapsto U_{n}, p_{F}, f \mapsto p_{f}$ define an isomorphism $w \cong \mathscr{B}$ of categories.

Hote that we end up with a covariant functor!
We shall now discuss the bialgebra $U_{n}, p_{F}$ in some more detail. If $k=\left(k_{1}, \ldots, k_{n}\right), \quad \ell=\left(l_{1}, \ldots, l_{n}\right)$ are in $H_{n}$ we define

$$
\binom{k+\ell}{\ell}=\binom{k_{1}+\ell_{1}}{l_{1}}_{\ldots}\binom{k_{n}+\ell \ell_{n}}{\ell_{n}} \text {, and } 2!=\ell_{I}!\ldots \ell_{n}!\text {. }
$$

We denote by $\alpha_{i}$ the element of $H_{n}$ of the form $\alpha_{i}=(0, \ldots, 0, I, 0, \ldots, 0)$, which has 1 in the i-th position and 0 elsewhere. The element $\Delta_{i}$ of $U_{n}$ is defined by the equation $\Delta_{i}=\delta_{\alpha_{i}}$, ie.,

$$
\left\langle X_{i}, \Delta_{i}\right\rangle=1, \quad\left\langle X_{j}, \Delta_{i}\right\rangle=0 \text { for } i \neq i, \quad\left\langle X^{k}, \Delta_{i}\right\rangle=0 \text { if }|k| \neq 1
$$

For the formal group $F(X, Y)$, we introduce the notations

$$
\begin{aligned}
& F_{k}(X, Y) \equiv X_{k}+Y_{k}+B_{k}(X, Y) \bmod \text { degree } 3,(k=1, \ldots, n), \\
& B_{k}(X, Y)=\sum_{i, j} \lambda_{i, j, k} X_{i} Y, j, \lambda_{i, j, k} \in R
\end{aligned}
$$

Then we have

PROPOSITION 4
(i) $\varepsilon_{n}^{*}(I)=\delta_{0} ; \mu_{n}^{*}\left(\delta_{k}\right)=\begin{aligned} & 1 \text { if } k=0, ~ \\ & 0 \\ & \text { if } k \neq 0 .\end{aligned}$
(ii) $\pi_{n}^{*}\left(\delta_{k}\right)=\sum_{\ell+j=k} \delta_{\ell} \delta_{j}$.
(iii) $p_{F}\left(\delta_{0} \otimes u\right)=p_{F}\left(u \otimes \delta_{0}\right)=u$.

$$
\begin{array}{r}
\text { (iv) } p_{F}\left(\delta_{k} \otimes \delta_{\ell}\right)=\binom{k+\ell}{\ell} \delta_{k+\ell}+\sum_{0<|j|<|k+\ell|} c_{j} \delta_{j}, c_{j} \in R \\
(k \neq 0 \neq \ell)
\end{array}
$$

$$
\text { (v) } p_{F}\left(\Delta_{i}, \Delta_{j}\right)=\binom{\alpha_{i}+\alpha_{j}}{\alpha_{i}} \delta_{\alpha_{i}+\alpha_{j}}+\sum_{k=1}^{n} \lambda_{i, j, k} \Delta_{k}
$$

$\underline{\operatorname{COROLLARY}} p_{F}\left(\Delta_{i}, \Delta_{j}\right)-p_{F}\left(\Delta_{j}, \Delta_{i}\right)=\sum_{k=1}^{n}\left(\lambda_{i, j, j}-\lambda_{j, i, k}\right) \Delta_{k}$.
PROOF (i) and (iii) are obvious.
(ii) We have

$$
\pi_{n}^{*}\left(\delta_{k}\right)=\left[<x^{\ell} \otimes x^{j}, \pi_{n}^{*}\left(\delta_{k}\right)>\delta_{l} \otimes \delta_{j} .\right.
$$

But by the definition of $\pi_{n}^{*}$,

$$
\left\langle x^{\ell} \otimes x^{j}, \pi_{n}^{\prime \prime}\left(\delta_{z}\right)\right\rangle=\left\langle x^{\ell+j}, \delta_{k}\right\rangle=\begin{aligned}
& 1, \text { if } k=l+j \\
& 0, \text { otherwise } .
\end{aligned}
$$

Hence the result,

$$
\begin{aligned}
& \text { (iv) Let } r=\left(r_{1}, \ldots, r_{n}\right) \text {. Then } \\
& F(X, Y)^{r}={\underset{i=1}{n} F_{i}(X, Y)^{r_{i}}=}^{=} \prod_{i=1}^{n}\left(X_{i}+Y_{i}\right)^{r}+\text { terms of order }>|r| \\
& =(X+Y)^{r}+\text { terms of order }>|r| .
\end{aligned}
$$

How $\left\langle\alpha^{T}, p_{F}\left(\delta_{L} \otimes \delta_{l}\right)\right\rangle=\left\langle F(X, Y)^{T}, \delta_{L} \otimes \delta_{l}\right\rangle \quad$ is the coefficient of $X^{K^{F}} Y^{\ell}$ in $F(X, Y)^{r}$. This is thus 0 when $|r|>|k+\ell|$ and also when $|r|=|k+\ell|$ but $r \neq k+\ell$. on the other hand if $r=k+\ell$ then this coefficient is clearly $\binom{k+\ell}{\ell}$. Finally when $r=0$ then <, $\left.p_{F}\left(\delta_{L} \otimes \delta_{\ell}\right)\right\rangle=\left\langle 1, \delta_{L} \otimes \delta_{l}\right\rangle=0$.
(v) By (iv) we know already that

$$
p_{F}\left(\Delta_{i}, \Delta_{j}\right)=\binom{\alpha_{i}+\alpha_{j}}{\alpha_{i}} \delta_{\alpha_{i}+\alpha_{j}}+\sum_{k=1}^{n} \mu_{i, j, k} \Delta_{k},
$$

and we have to show that $\mu_{i, j, k}=\lambda_{i, j, k^{*}}$ In fact we have

$$
\begin{aligned}
\mu_{i, j, k} & =\left\langle\mathbb{F}(X, Y)^{\alpha_{k}}, \Delta_{i} \otimes \Delta_{j}\right\rangle \\
& =\left\langle F_{k}(X, Y), \Delta_{i} \otimes \Delta_{j}\right\rangle \\
& =\left\langle B_{k}(X, Y), \Delta_{i} \otimes \Delta_{j}\right\rangle \\
& =\lambda_{i, j, k}
\end{aligned}
$$

as $\left\langle X_{k}+Y_{k}, \Delta_{i} \otimes \Delta_{j}\right\rangle=0$ and $\left\langle G(X, Y), \Delta_{i} \otimes \Delta_{j}\right\rangle=0$, whenever ord $G \geq 3$. This completes the proof of the Proposition.

We define $T\left(R_{n}\right)$ to be the submodule of those $u \in U_{n}$ for which

$$
\left\langle I^{2}, u\right\rangle=0=\langle R, U\rangle
$$

$T\left(R_{n}\right)$ is thus the submodule generated by the $\Delta_{i}$. The next proposition gives an inner characterisation of $I\left(R_{n}\right)$ in terms of the coalgebre structure of $U_{n}$.
PROPOSITION 5n Given $u \in U_{n}$ the folloring statements are equivalent
(i) $u \in T\left(R_{n}\right)$.
(ii) $\pi^{*}(u)=u \otimes \varepsilon+\varepsilon 8$,
(iii) <fg, u> $=\varepsilon(f)<g, u>+\varepsilon(g)<f, u>$,
(Recall that $\varepsilon=\delta_{0}$ is always the identity in any bialgebra $p_{F}$ structure of $U_{n}$.

PROOF (i) $\Rightarrow$ (ii): By Prop. 4 (ii) holds for $u=\Delta_{i}$, hence by R-linearity of $\pi^{*}$ for all $u \in T\left(R_{n}\right)$ 。

$$
\begin{gathered}
(\mathrm{ii})=>(\mathrm{iii}): \\
\langle f g, u\rangle=\left\langle f \otimes g, \pi^{*}(u)\right\rangle \\
=\langle f \otimes g, u \otimes \varepsilon+\varepsilon \otimes u\rangle \\
=\varepsilon(g)\langle f, u\rangle+\varepsilon(f)\langle g, u\rangle \cdot \\
(i i i)=>(i):
\end{gathered}
$$

If $f, g \in I$ then $\varepsilon(f)=\varepsilon(g)=0$ and so $\langle f g, u>=0$. By linearity $\left\langle I^{2}, u\right\rangle=0$. Also
$\langle 1, u\rangle=\langle 1.1, u\rangle=\varepsilon(1)\langle 1, u\rangle+\varepsilon(1)\langle 1, u\rangle$
$=2\langle l, u\rangle$, i.e. $\langle l, u\rangle=0$. Hence $\langle R, u\rangle=0$.

## 62. The Lie algebrall of a formal group

First we list, without proofs, the definitions and results on Lie algebras to be used.

Throughout $R$ is a fixed commutative ring, and all "algebras" are algebras over R. For each associative algebra $A$ there exists a Lie aigebra $\mathscr{L}(A)$, which coincides with $A$ as a module, the Lie Product $[a, b]$ in $\mathcal{L}(A)$ being given in terms of the associative product ab by

$$
[a, b]=a b-b a .
$$

Each Lie algebra $L$ has an enveloping algebra $E(L)$. More precisely $E(L)$ is an associative algebra with identity with an attached homomorphism $j: L \rightarrow \mathcal{L}(E(L))$ of Lie algebras so that the map

$$
f \longmapsto \mathrm{f} \circ \mathrm{j}
$$

$\left(f \in \operatorname{Hom}_{\text {assoc }}(E(L), A)\right)$ is a bijection

$$
\text { (2.1) } \operatorname{Hom}_{\text {assoc }}(E(L), A) \longrightarrow \operatorname{Hom}_{\text {Lie }}(I, \mathscr{L}(A)) \text {. }
$$

Note: All associative algebras have identities, and Hom assoc is the set of homomorphisms preserving identities.

By (2.1), taking $A=R$ we get from the null map $L \rightarrow \mathcal{L}(R)$ a homomorphism of associative algebras

$$
\tau: E(L) \rightarrow R_{\bullet}
$$

As $E(L)$ has an identity we also have a homomorphism

$$
\sigma: R \rightarrow E(L)
$$

Next if $L_{1}$ and $L_{2}$ are Lie algebras, then their cartesian set product $L_{1} \times L_{2}$ has again a Lie algebra structure, and

$$
E\left(L_{1} \times L_{2}\right) \cong E\left(L_{1}\right) 8_{R} E\left(L_{2}\right)
$$

In particular

$$
E(I \times L) \cong E(I) \theta_{R} E(L)
$$

via

$$
j\left(\ell_{1}, \ell_{2}\right) \mapsto j\left(\ell_{1}\right) I+1 \quad j\left(\ell_{2}\right)
$$

The diagonal map $L \rightarrow L \times L$ thus gives rise to a homomorphism

$$
D: E(L) \rightarrow \mathbb{E}(L) \otimes_{R} E(L)
$$

of associative algebras.
A. The associative algebra structure on $E(I)$ together with the maps $D, \sigma, \tau$ define on $E(L)$ the structure of a bialgebra (af. $\$ 1$ for the definition).

To prove this one would only have to verify now the commutativity of the diagrams (1.1) - (1.6), and this can be done by going back to the defining property of the enveloping algebra. For the particular Lie algebraswhich we shall have to consider this also follows from the explicit description to be given below.

From (2.1) we obtain a map

$$
E: \operatorname{Hom}_{L i e}\left(L_{1}, I_{2}\right) \rightarrow \operatorname{Hom}_{B i a I g}\left(E\left(I_{1}\right), E\left(L_{2}\right)\right) .
$$

In fact given a homomorphism $\alpha: I_{1}+I_{2}$ of Lie algebras there is one and only one homomorphism $E(\alpha): E\left(L_{1}\right) \rightarrow E\left(I_{2}\right)$ of associative algebras so that

commutes.

In view of the obvious functorial properties of the maps $D, \sigma$ and $i$ associated with each $L, E(\alpha)$ will in fact commute with these. In other words
B. $E$ is a functor from Lie algebras to bialgebras.

Now let $L$ be a Lie algebra which as an R-module is free on say generators $d_{1}, \ldots, d_{n}$. Then :
C. ("Poincare-Birkhoff - Witt Theorem") $L \rightarrow E(L)$ is injective.

We shall accordingly view $L$ as embedded in $E(I)$. Write for $k=\left(k_{1}, \ldots, k_{n}\right) \in M_{n}$

$$
d^{k}=d_{1}^{k_{1}} \ldots d_{n}^{k_{n}} \quad\left(d_{i}^{0}=1\right)
$$

(the order of the factors matters!) Then we have the description D. (i) $E(I)$ is the free $R$-module on the $d^{k}$.
(ii) $\quad d^{k} d^{\ell}=d^{k+\ell}+\left.{ }_{0<\mid j}\right|_{<|k+\ell|} a_{j} d^{j} \quad,(k, \ell \neq 0)$.

$$
\begin{equation*}
D\left(d_{i}\right)=10 d_{i}+d_{i}, \tag{iii}
\end{equation*}
$$

and hence

$$
D\left(d^{k}\right)=\sum_{i+j=k}\binom{k}{i} d^{i} \otimes d^{j} .
$$

(iv) $\quad \sigma(1)=d^{0}=1$.

$$
\tau\left(\alpha^{k}\right)=\begin{aligned}
& 0, k \neq 0 \\
& 1, k=0 .
\end{aligned}
$$

Now we return to the associative algebra $U_{n}, P_{F}$ defined in the preceding section, $F$ being a formal group of dimension $n$. We
shall write [.] $F$ for the Lie product. Thus

$$
[u, v]_{F}=p_{F}(u, v)-p_{F}(v, u) .
$$

In the notation of II 51, Prop. 4, we now see that
(2.2.)

$$
\left[\Delta_{i}, \Delta_{j}\right]_{F}=\sum_{k}\left(\lambda_{i, j, k}-\lambda_{j, i, k}\right) \Delta_{k}
$$

It follows that the submodule $T\left(R_{n}\right)$ of $U_{n}$ generated by the $\Delta_{i}$ (see 51 ) is closed under $[0]_{F}$. In other words $T\left(R_{n}\right)$ is a Lie algebra under $[,]_{F}$, which we shall denote by $I_{F}$ - the Lie algebra associated with the formal group F.

Let $f: F \rightarrow G$ be a homomorphism of formal groups (dim $F=n$, $\operatorname{dim} G=m$ ). The homomorphism $\theta_{f}: R_{m} \rightarrow R_{n}$ maps $R$ (viewed as a subring $)$ into itself, and maps $I_{(m)}^{2}\left(=\left\{f \in R_{m} \mid\right.\right.$ ord $\left.\left.f \geq 2\right\}\right)$ into $I_{(n)}^{2}$. Hence the dual homomorphism $\theta_{f}^{*}: U_{n} \rightarrow U_{m}$ will map $T\left(R_{n}\right) \rightarrow T\left(R_{m}\right)$. Moreover, $\theta_{f}^{*}$ is a homomorphism of associative algebras, i.e., it takes the multiplication $p_{F}$ into $p_{G}$. Hence also

$$
\left[\theta_{\mathrm{f}}^{*} u, \theta_{\mathrm{f}}^{*} v\right]_{G}=\theta_{\mathrm{f}}^{*}[u, v]_{\mathrm{F}} \text {, }
$$

for $u, v \in U_{n}$. It follows that $\theta_{f}^{*}$ gives rise, by restriction, to a homomorphism $I_{f}: I_{F} \rightarrow I_{G}$ of Lie algebras. We sum up:

PROPOSITION 1 I $I_{F}$ and $L_{f}$ define a covariant functor from the category 'G of formal groups to the category of Lie algebras, and $I_{F}$ preserves dimensions, i.e., $I_{F}$ is a free R-module on $\operatorname{dim} F$ generators.

Alternative Description: Let $R^{(n)}$ be the module of n-tuples $a=\left(a_{1}, \ldots, a_{n}\right)\left(a_{i} \in R\right)$. Let $B_{k}(X, Y)$ be the homogeneous quadratic component of $F_{k}(X, Y)(k=1, \ldots, n)$ (cf. Sl) and write $A_{k}(X, Y)=B_{k}(X, Y)-B_{k}(Y, X)$. Define a multiplication on $R^{(n)}$, i.e., a map $R^{(n)} \otimes R^{(n)} \rightarrow R^{(n)}$ by

$$
\Lambda_{F}(a, b)=\left(\Lambda_{I}(a, b), \ldots, \Lambda_{n}(a, b)\right)
$$

Then, if $\rho$ is the isomorphism $T\left(R_{n}\right) \rightarrow R^{(n)}$ of modules given by $\rho\left(\sum a_{i} \Delta_{i}\right)=\left(a_{1}, \ldots, a_{n}\right)$, we get from (2.2)

$$
\rho\left([u, v]_{F}\right)=\Lambda_{F}(\rho(u), \rho(v)) .
$$

Thus $R^{(n)}, \Lambda_{F}$ is a Lie algebra, in fact isomorphic with $L_{F}$,
For formal groups $F$ and $G$ of dimensions $n$ and In respectively, we denote by $\Delta_{i, F}$ and $\Delta_{i, G}$ the corresponding free module generators of $I_{F}$ and $L_{G}$. If $f: F \rightarrow G$ is a homomorphism then $f_{i k} \in R$ are defined by

$$
f_{i}\left(x_{1}, \ldots, x_{n}\right) \equiv \sum_{k=1}^{n} f_{i k} X_{k} \quad(\bmod \operatorname{deg} 2)
$$

PROPOSITION 2 $\quad I_{f}\left(\Delta_{k, F}\right)=\sum_{i=1}^{m} \hat{i}_{i k} \Delta_{i, G}$

PROOF Suppose $L_{f}\left(\Delta_{k, F}\right)=\sum_{i=1}^{m} C_{i k} \Delta_{i, G}$, say. Then (we denote the indeterminates of $G$ by $\left.Y_{1}, \ldots, Y_{m}\right)$

$$
\begin{aligned}
C_{i k} & =\left\langle Y_{i}, L_{f}\left(\Delta_{k, F}\right)\right\rangle \\
& =\left\langle Y_{i}, \theta_{f}^{*}\left(\Delta_{k, F}\right)\right\rangle \\
& =\left\langle Y_{i} \theta_{f}, \Delta_{k, F}\right\rangle \\
& =\left\langle f_{i}\left(X_{I}, \ldots, X_{n}\right), \Delta_{k, F}\right\rangle \\
& =f_{i k} .
\end{aligned}
$$

COROLXARY I The homomorohism $f: F \rightarrow G$ is on isomorphism of formal groups if and only if $L_{f}$ is an isomornhism of Lie algebras.

PROOF By I, 52 Theorem 2. COROLJARY 2 If $R^{+}$is torsion free then $L_{f}=0$ if and only if $f=0$. PROOF By I, 53 Theorem 2.

For the rest of this section we assume that $R$ is a Q-algebra ( $Q$ is the field of rational numbers). Under this hypothesis we shall prove that the category of formal groups and the category of Lie algebras which are free R -modules of finite rank are isomorphic. More precisely we have:

THEOREM I (i) Let $R$ be a Q-algebra. For each Iie algebra I which is a free module of finite dimension over $R$, there exists a formal group $F$ such that $L$ is isomorphic to $I_{F}$.
(ii) $\operatorname{Hom}_{\text {Yef }}(F, G) \rightarrow \operatorname{Hom}_{\text {Lie }}\left(L_{F}, L_{G}\right)$ is a bijection.
(iii) The formal groups $F$ and $G$ are isomorphic if and only if the corresponding Lie algebras $I_{F}$ and $I_{G}$ are isomorphic. The proof of Theorem 1 requires three lermas. We take $L$
to be a Lie algebra which as module is free on generators $d_{1}, \ldots, d_{n}$. The module homomorphism $C_{L}: E(L) \rightarrow U_{n}$ is defined by the equation

$$
C_{L}\left(d^{k}\right)=k!\delta_{k}
$$

where we shall use throughout the description of $E(L)$ given in $\underline{D}$.

IEMMA 1 $C_{L}$ is an isomorphism of modules. Moreover, the diagrams

cormate.
The multiplication $E(L) \otimes E(L) \rightarrow E(L)$ defines through $C_{L}$ a multiplication $q_{L}: U_{n} \otimes U_{n} \rightarrow U_{n}$ 。

LEMMA 2 There exists a formal group $F$ for which $q_{L}=p_{F}$, i.e., $q_{L}$ defines on $U_{n}$ the structure of a bialgebra. Then also $L \cong L_{F}$

Let now conversely $F$ be a given formal group. Since $L_{F} \subset \mathcal{L}\left(U_{n}, p_{F}\right)$, this inclusion map can be pulled back to a homomorphism $\Omega: E\left(L_{F}\right) \rightarrow U_{n}, P_{F}$ of algebras (universal property of enveloping algebra). IRMA $3 \Omega: E\left(L_{F}\right) \rightarrow U_{n}, P_{F}$ is an isomorphism. Also

$$
\Omega \cdot \sigma=\varepsilon_{n}^{*}, \mu_{n}^{*} \cdot \Omega=\tau \quad \text { and }(\Omega \otimes \Omega) \cdot D=\pi_{n}^{*} \Omega .
$$

PROOF of Lemma I Since $\mathrm{R}^{+}$is divisible and by II §I, Prop. 2, the $k!\delta_{k}$ form a free basis for $U_{n}$, and so $C_{L}$ is an isomorphism of modules. Also by D and II sI, Prop. 4

$$
\begin{aligned}
\left(C_{L} \otimes C_{L}\right) D\left(d^{k}\right) & =\left(C_{L} \otimes C_{L}\right)\left(\sum_{i+j=k}\binom{k}{i} d^{i} \otimes d^{j}\right) \\
& =\sum_{i+j=k} \frac{k!}{i!j!} C_{L}\left(d^{i}\right) \otimes C_{L}\left(d^{j}\right) \\
& =k!\sum_{i+j=k} \delta_{i} \otimes \delta_{j} \\
& =k!\pi_{n}^{*}\left(\delta_{k}\right)=\pi_{n}^{*} C_{L}\left(d^{k}\right)
\end{aligned}
$$

By extending linearly to $E(L)$, this proves that the first diagram is commutative. Similarly for the second diagram.

PROOF of Lemma $2 q_{L}$ is defined so that

is commutative. That $q_{L}$ defines a bialgebra structure on $U_{n}$ is now trivial by Lemma 1. The isomorphism of categories $\% \cong \mathscr{B}$ of the last section ensures the existence of a formal group $F$ such that the $U_{n}, q_{L}=U_{n}, P_{F}$. Since $C_{I}$ maps $d_{i}$ onto $\Delta_{i}$, $L$ and $L_{F}$ are isomorphic under $C_{L}$ as modules, and since $C_{L}$ preserves the Lie product then this is an isomorphism of Lie algebras.

PROOF of Lemma 3 Let $E_{r}$ be the submodule of $E\left(L_{F}\right)$ generated by the $d^{k}$ with $|k| \leq r$ and let $V_{r}$ be the submodule of $U_{n}$ generated by the $\delta_{k}$ with $|k| \leq r$. We shall then prove by induction on $r$ the assertions
( $A_{r}$ ) When $|k|=r$ then $\Omega\left(d^{k}\right) \equiv e_{k} \delta_{k}\left(\bmod V_{r-I}\right), e_{k} a$ unit of $R$;

$$
\left(B_{r}\right) \quad \Omega \text { maps } E_{r} \text { bijectively onto } V_{r}
$$

As $E\left(I_{F}\right)$ is the union of the $E_{r}$, $U_{n}$ the union of the $V_{r}$ the bijectivity of $\Omega: E\left(L_{F}\right) \rightarrow U_{n}$ follows.

By the definition of $\Omega$,

$$
\begin{aligned}
& \Omega\left(d^{0}\right)=\Omega(1)=\delta_{0} \\
& \Omega\left(d^{\alpha_{i}}\right)=\Omega\left(d_{i}\right)=\Delta_{i}=\delta_{\alpha_{i}},
\end{aligned}
$$

where $\left|\alpha_{i}\right|=1, \alpha_{i}$ has a 1 at the i-th place. As for $|k| \leq I$ the $d^{k}$ are free generators of $E_{l}$ and the $\delta_{k}$ are free generators of $V_{1}$, both $\left(A_{1}\right)$ and ( $B_{1}$ ) are true.

For the induction step from $r$ to $r+1$ let $|j|=r+1$, and write $j=k+\ell$ where $|k| \leq r,|\ell| \leq r$. Then by $\underset{\sim}{ }$ (ii),
$d^{j} \equiv d^{k} d^{\ell}\left(\bmod E_{r}\right)$. Hence by the induction hypothesis, and by 51 Prop. 4,

$$
\Omega\left(d^{j}\right) \equiv p_{F}\left(\Omega\left(d^{k}\right), \Omega\left(d^{\ell}\right)\right) \equiv e p_{F}\left(\delta_{k}, \delta_{l}\right) \equiv e^{\prime} \delta_{j}\left(\bmod V_{r}\right)
$$

Where e, e' are units of $R$ (recall here that $R$ is a Q-algebra, i.e., that we have unique division by integers). We have thus established $\left(A_{r+1}\right)$. But now $\left(B_{r+1}\right)$ follows from $\left(A_{r+1}\right)$ and $\left(B_{r}\right)$ by an easy argument.

The first equation in Lemma 3 just tells us that $\Omega$ is a map of R-algebras. All the maps occuring in the last two equations of the lemma are homomorphism of algebras preserving identities. In each case it then suffices to verify that the images of the generators $d_{i}$ of the algebra $E\left(L_{F}\right)$ coincide, and this follows from the explicit description given earlier on. (D and 5l, Prop. 4). PROOF Of Theorem 1 (i) is just Lemma 2. (iii) follows from the fact that $F \mapsto I_{F}$ is a functor, and from (ii).

For (ii), we recall (cf. II §I, Theorem 1) that

$$
\operatorname{Hom}_{H_{f}}(F, G) \cong \operatorname{Hom}_{B i a I_{G}}\left(U_{n}, p_{F} ; U_{m}, p_{G}\right)
$$

( $n=\operatorname{dim} F, m=\operatorname{dim} G$ ). Recalling the way $I_{F}$ and $L_{f}$ were defined, we see now that it suffices to prove that the map

$$
\mu: \operatorname{Hom}_{\text {Biel }_{E}}\left(U_{n}, p_{F} ; U_{m}, p_{G}\right) \rightarrow \operatorname{Hom}_{L i e}\left(L_{F}, L_{G}\right)
$$

is bijective. We consider the diagram (of module homomorphisms)


Here $j_{F}$ is the inclusion map, $\Omega_{F}$ as in Lemma 3 is the unique homomorphism of algebras so that $\Omega_{F} \bullet j_{F}$ is the inclusion map $I_{F}=T\left(R_{n}\right) \rightarrow U_{n}$. Let $\Psi$ be a homomorphism of bialgebras. Then $\mu(\Psi): I_{F} \rightarrow I_{G}$ is uniquely determined as the module homomorphism for which
$(\Omega) \Psi \circ \Omega_{F} \bullet j_{F}=\Omega_{G} \bullet j_{G} \bullet \mu(\Psi)$.
Next let $\theta: I_{F} \rightarrow L_{G}$ be a homomorphism of Lie algebras. Then $E(\theta): E\left(L_{F}\right) \rightarrow E\left(L_{G}\right)$ is the unique homomorphism of bialgebras so that
(b) $E(\theta) \cdot j_{F}=j_{G} \bullet \theta$.

By Lerma 3, $\Omega$ is an isomorphism of bialgebras. Define $\lambda(\theta): U_{n}, p_{F} \rightarrow U_{m}, P_{G}$ by
(c) $\lambda(\theta) \circ \Omega_{F}=\Omega_{G} \circ E(\theta)$.

Then by (b) and (c)

$$
\lambda(\theta) \cdot \Omega_{F} \circ j_{F}=\Omega_{G} \circ j_{G} \circ \theta .
$$

Thus (cf. (a) with $\Psi=\lambda(\theta))$,

$$
\mu \lambda(\theta)=\theta .
$$

On the other hand, for given $\Psi$, we have by (a) and (b)

$$
\Psi \circ \Omega_{F} \bullet j_{F}=\Omega_{G} \bullet E(\mu(\Psi)) \circ j_{F},
$$

hence

$$
\Psi \circ \Omega_{F}=\Omega_{G} \bullet E(\mu(\Psi)),
$$

and so by (c) (with $\theta=\mu(\Psi)$ ),

$$
\lambda \mu(\Psi)=\Psi
$$

Thus $\lambda$ and $\mu$ are inverse bijections. The theorem has thus been established. (Incidentally we have proved also that $E$ is a bijection.)

COROLIARY 1 If $R$ is a Q-algebra then every commutative formal group $F$ is isomorphic to the additive group of dimension dim $F$.

The additive group $G_{a}$ of dimension $n$ is given by $\left(G_{a}\right)_{i}(X, Y)=X_{i}+Y_{i}$.

PROOF $F$ is commatative $\Leftrightarrow$ the multiplication $p_{F}$ in $U_{n}$ is commatative $\Leftrightarrow p_{F}\left(\Delta_{i}, \Delta_{j}\right)=p_{F}\left(\Delta_{j}, \Delta_{i}\right)$ for all $i, j \Leftrightarrow I_{F}$ is abelian. This $\mathrm{I}_{\mathrm{F}}$ is uniquely determined by its dimension, and the dimension therefore determines uniquely the class of $F$.

COROLLARY 2 If $R$ is a Q-algebra, every formal group of dimension 1 is cormutative. Corollary 2 is also true if instead we suppose $R$ has no nil potent elements (Lazard).

CHAPTER III. COMUTATIVE FORMAL GROUPS OF DIIENSION ONE
s1. GENERALITIES Throughout this chapter all formal groups are commatative of dimension one, We repeat the definitions, and a few pertinent facts.

A formal group $F(X, Y)$ is a power series (over $R$ ) in two variables $X, Y$, satisfying
(i) $\quad F(0, X)=X=F(X, 0)$;
(ii) $\quad F(F(X, Y), Z)=F(X, F(Y, Z))$;
(iii) $F(X, Y)=F(Y, X)$.

A homomorphism $f: F \rightarrow G$ of formal groups is a power series (with zero constant term) in one variable satisfying the relation
(iv) $\quad f(F(X, Y))=G(f(X), f(Y))$.

We shall write ( $f \circ g$ ) $(X)=f(g(X))$. We denote by $\operatorname{Hom}_{R}(F, G)$ the set of homomorphisms $F \rightarrow G$ of formal groups. If $f, E \in H_{R}(F, G)$,

$$
(f+g)(X)=G(f(X), g(X))
$$

With respect to this addition $H o m_{R}(F, G)$ is an abelian Eroup, and the composition a for homomorphisms is bilinear (cf. I, 53, Th.I). We shall call such a category "additive" (always with quotation marks, as the term additive category without quotation marks is now accepted to mean something more). The "additive" category of commatative formal groups of dimension 1 over $R$ will in the sequel be denoted by $\mathscr{G}_{R}$.

$$
\operatorname{Hom}_{R}(F, F)=\operatorname{End}_{R}(F) \text { is a ring with identity. There thus }
$$ exists a unique homomorphism $Z \rightarrow \operatorname{End}_{R}(F)$ which preserves

identities. The image of the integer $n$ will be denoted by $[n]_{F}$. Thus $[I]_{F}(X)=X, \quad[-1]_{F}(X)$ is the power series $i(X)$ of I, 53, Prop. 1, i.e., $F\left(X,[-I]_{F}(X)\right)=0$, and $[n+1]_{F}(X)=F\left([n]_{F}(X), X\right)$. $\operatorname{Hom}_{R}(F, G)$ is a left $\operatorname{End}_{R}(G)$ and a right $E n d_{R}(F)$-module, and the action of $Z$ on $\operatorname{Hom}_{R}(F, G)$ can be described in terms of either of its two embeddings in the rings of endomorphisms. In other words, for $n \in Z$ and $f \in \operatorname{Hom}_{R}(F, G)$

$$
[n]_{G} \circ f=f \circ[n]_{F} .
$$

Now we recall the definition of the map $D$ (cf. I, 52 ). For dimension 1 we simply have $D(f)=f_{I}=$ coefficient of $X$ in $f(X)$. $D$ is then a functor $\mathcal{G}_{R} \rightarrow R$, in other words

$$
\begin{aligned}
& D(f \circ g)=D(f) \cdot D(g) \\
& D(f+g)=D(f)+D(g)
\end{aligned}
$$

Moreover $f$ is an isomorphism if and only if $D(f) \in U(R)$.

PROPOSITION I A homomorphism $\Psi: R \rightarrow S$ of rings (rith identity) gives rise to functors $\mathscr{G}_{R} \rightarrow \mathscr{S}_{S}$ of "additive" categories, which preserves the action of $D$.

PROOF Obvious. The desired map of objects and morphism is that induced by $\Psi$ on the coefficients of the appropriate power series.

PROPOSITIONT 2 If $R$ is an integral domain, then End $(F)$ is a (non-comutative integral) domain, and Hom $_{R}(F, G)$ is a torsion-free $E n \alpha_{R}(F)$ (and End $(G)$ ) module.

PROOF If $f=f_{r} X^{r}+f_{r+1} X^{r+1}+\ldots$.
and $\quad E=E_{s} X^{s}+g_{s+1} X^{s+1}+\ldots ., f_{r}, g_{s} \neq 0$,
then $\quad f \circ g=f_{r} G_{s}^{r} X^{r+s}+\ldots$. ,
and $f_{r} g_{s}^{r} \neq 0$. Therefore $f \circ g=0$ implies either $f=0$ or $g=0$. From this we deduce that $\mathrm{End}_{R}(F)$ is an integral domain, and that $\operatorname{Hom}_{R}(F, G)$ is a torsion-free $\operatorname{End}_{R}(F)$ (and $\operatorname{End}_{R}(G)$ ) module.

The image of $Z \rightarrow \operatorname{End}_{R}(F)$ is thus also an integral domain, and its kernel must therefore either be 0 or pZ for some prime $p$. If the characteristic of the quotient field of $R$ is 0 , then (cf. I, 53, Th. 2) $D: \operatorname{End}_{R}(F) \rightarrow R$ is an embedding. Therefore End $\alpha_{R}(F)$ is a comutative integral domain and $\operatorname{ker}\left\{Z \rightarrow \operatorname{End}_{R}(F)\right\}=0$.

## COMPARISON OF FORMAL GROUPS

A polynomial in $R[X, Y]$ is primitive if the ideal in $R$ generated by the coefficients is the unit ideal. (A polynomial in $Z[X, Y]$ is thus primitive if the highest common factor of the coefficients is 1.) The natural map $Z \rightarrow R$ can in the obvious way be extended to a map $Z[X, Y] \rightarrow R[X, Y]$ and then primitive polynomials are mapped onto primitive polynomials.

We shall now introduce Lazard's polynomials $B_{n}$ and $C_{n}$. Here

$$
B_{n}(X, Y)=(X+Y)^{n}-X^{n}-Y^{n}
$$

If n is not a prime power, then

$$
C_{n}(X, Y)=B_{n}(X, Y) .
$$

If on the other hand $n=q^{r}$, where $r>0$ and $q$ is a prime, then

$$
C_{n}(X, Y)=\frac{1}{q} B_{n}(X, Y) .
$$

Note that $C_{n}$ is always an integral polynomial.

LEMMA $1 C_{n}(X, Y)$ is a primitive polynomial in $Z[X, Y]$.
PROOF Suppose that $p \mid C_{n}(X, Y)$. If first $n$ is a power of $p$, this implies (by induction on $m$ ) that $m^{n} \equiv m\left(\bmod p^{2}\right)$, which is false. Next if $n=p^{s} r, r>1,(p, r)=1$ then we get

$$
\left(X^{p^{s}}+Y^{p^{s}}\right)^{r} \equiv(X+Y)^{n} \equiv X^{n}+Y^{n} \equiv X^{p^{s} r}+Y^{p^{s} r} \quad(\bmod p) ;
$$

hence

$$
(X+Y)^{r} \equiv X^{r}+Y^{r} \quad(\bmod p),
$$

which is false (coefficient of $X Y^{r-1}!$ ).
The following theorem exhibits the relation between two formal groups which agree up to a given degree.

THEOREM I (Lazard) Let $F$ and $G$ be formai groups over a commutative ring $R$ with

|  | $F \equiv G$ | $(\bmod \operatorname{deg} n)$. |
| :--- | :--- | :--- |
| Then | $F \equiv G+a C_{n}$ | $(\bmod \operatorname{deg} n+1)$ |

for some $a \in R$.
To prove this theorem we shall need also
IPMMA? Assume the same bypothesis as in Theorem 1, and furthermore let $\Gamma(X, Y)$ be the homogeneous polynomial of degreen for which

$$
F \equiv G+\Gamma \quad(\bmod \operatorname{deg} n+I)
$$

Then
and

$$
\left.\begin{array}{l}
\Gamma(X, Y)=\Gamma(Y, X), \\
\Gamma(X, O)=0=\Gamma(O, X)  \tag{P}\\
\Gamma(X, Y)+\Gamma(X+Y, Z)=\Gamma(X, Y+Z)+\Gamma(Y, Z)
\end{array}\right\}
$$

PROOF The first two equations are trivial. To prove the third equation we observe that, working modulo degree $n+1$, (and using the notation $G(X, Y)=X+Y+G_{2}(X, Y)$, which means that $G_{2}(X, Y)$ is the sum of terms of $G$ of degree $\geq 2$ )

$$
\begin{aligned}
F(F(X, Y), Z) & \equiv G(F(X, Y), Z)+\Gamma(F(X, Y), Z) \\
& \equiv F(X, Y)+Z+G_{2}(F(X, Y), Z)+\Gamma(X+Y, Z) \\
& \equiv G(X, Y)+\Gamma(X, Y)+Z+G_{2}(G(X, Y), Z)+\Gamma(X+Y, Z) \\
& \equiv G(G(X, Y), Z)+\Gamma(X, Y)+r(X+Y, Z) .
\end{aligned}
$$

Similarly one shows that

$$
F(X, F(Y, Z)) \equiv G(X, G(Y, Z))+\Gamma(X, Y+Z)+\Gamma(Y, Z)
$$

This proves our assertion. (The second equation can also be derived from the third).

To prove the theorem it will suffice to show that any homogeneous polynomial $\Gamma$ of degree $n$, satisfying conditions ( $P$ ) is of the form $a_{n}$.

Lazard's original proof is very tough and computational. We shall give here a simpler proof in which the computations are restricted to fields. The basic idea is first to generalize the theorem appropriately. Instead of polynomials over a ring we consider polynomials over an (additive) Abelian group A. With these one can compute in the same way as if A were a ring - except that there is no multiplication. The advantage is that one can now use the structure theory of Abelian groups. To be more precise we define

$$
A\left[x_{1}, \ldots, x_{n}\right]=A \theta_{Z} \quad z\left[x_{1}, \ldots, x_{n}\right],
$$

and call the elements of this module "polynomials over A". As $Z\left[X_{1}, \ldots, X_{n}\right]$ is a free $Z$ module, one may view the module of polynomials over a subgroup $B$ of $A$ as contained in $A\left[X_{1}, \ldots, X_{n}\right]$. Theorem 1 is then a consequence of THEOREM la Every homogeneous polynomial $\Gamma$ of degree $n$, satisfying conditions ( $P$ ) of Lemma 2, is of the form $\Gamma=a C_{n}$ with $a \in A$. Let us first assume

## I. The theorem is true when $R=A$ is a field.

Then in view of Lemma 1 , and by $I$ with $R=Q$ the rational field, we conclude
II. The theorem is true for $R=Z$.

Next one shows
III. The theorem is true for $A=R=Z /\left(p^{r}\right)$, $p$ a prime, $r>0$. In fact, for $r=1$, this follows from $I$. Now we proceed by induction on $r$. The induction hypothesis can be written as a congruence

$$
\Gamma(X, Y) \equiv a C_{n}(X, Y)+p^{r} \Gamma_{I}(X, Y) \quad\left(\bmod p^{r+1}\right)
$$

where $a \in Z$, and where $r_{I}$ satisfies ( $P$ ) mod $p$. But then

$$
\Gamma_{1}(X, Y) \equiv b c_{n}(X, Y) \quad(\bmod p)
$$

(b $\in Z$ ), and hence

$$
\Gamma(X, Y) \equiv\left(a+p^{r_{b}}\right) c_{n}(X, Y) \quad\left(\bmod p^{r+1}\right)
$$

IV. It suffices to establish the theorem for finitely generated Abelian groups A.

In fact, any polynomial $\Gamma$ with coefficients in an Abelian group

A may be viewed as a polynomial over the subgroup of A generated by the coefficients of $\Gamma$.
V. If the theorem is valid for groups $A$ and $B$ then it is valid also for their direct sum.

This is obvious.
Now the theorem follows from II - V and the structure theory of finitely generated Abelian groups. We still have of course to establish $I$, and this requires some computation.

PROOF of I. Hote that $C_{n}(X, Y)$ viewed as a polynomial over the given field $R$ is non-zero (by Lemma 1 ) and clearly satisfies conditions (P). It then suffices to show that the conditions ( $P$ ) determine a subspace $S$ of dimension $\leq 1$ of the vector space of homogeneous polynomials of degree $n$.

$$
\text { Write } \Gamma(X, Y)=\sum_{r=0}^{n} a_{r} X^{r} Y^{n-r} \text {. Then by ( } P \text { ) }
$$

$$
a_{r}=a_{n-r}, a_{0}=a_{n}=0
$$

Moreover we get from the last equation in (P), on comparing the coefficient of $X^{\lambda} Y_{Z} Z^{n-\lambda-\mu} \quad(\lambda>0, \lambda+\mu<n)$ the equations

$$
a_{\lambda+\mu}\binom{\lambda+\mu}{\mu}=a_{n-\lambda}\binom{n-\lambda}{n-\lambda-\mu}
$$

i.e., $\quad a_{\lambda+\mu}\binom{\lambda+\mu}{\mu}=a_{\lambda}\binom{n-\lambda}{\mu}$.

Take $\lambda=1$, and $\mu=\omega$ :
(1) $\quad a_{\omega+1}(\omega+1)=a_{1}\binom{n-1}{\omega}$.

Next take $\mu=1, \quad \lambda=\omega$ :
(2) $\quad a_{\omega+1}(\omega+1)=a_{\omega}(n-\omega)$.

If first the characteristic of $R$ is zero then (1) shows that dim $S \leq 1$ as required. From now on assume that the characteristic of $R$ is $p \neq 0$.

Suppose first of all that whenever $1 \leq \omega \leq n-1$ then either $(\omega, p)=1$ or $(n-\omega, p)=1$. Then we have again, by $(1)$,
$\omega a_{\omega}=a_{1}\binom{n-1}{\omega-1}$, when $(\omega, p)=1$,
$(n-\omega) a_{\omega}=(n-\omega) a_{n-\omega}=a_{1}\binom{n-1}{n-\omega-1}$, when $(n-\omega, p)=1$.

Thus again dim $S \leq 1$. This covers the case $(n, p)=1$ and the case $n=p$. For the remaining case $n=m p>p$, we can proceed by induction.

Let then $n=m p, m>1$. Now use (2). This shows that $a_{\omega+1}=0$ whenever either $p / \omega$ or when pt $\omega+1$ and $a_{\omega}=0$. Therefore

$$
a_{r p+s}=0 \text { for } r \geq 1, \text { and } 1 \leq s \leq p-1
$$

In other words

$$
a_{\omega}=0 \text { when }(p, \omega)=1 \text { and } \omega>p .
$$

As $a_{n-\omega}=a_{\omega}$, and as $n \geq 2 p$, it follows that $a_{\omega}=0$ whenever pf $\omega$. In other words

$$
\Gamma(X, Y)=\Gamma_{1}\left(X^{\mathrm{p}}, \mathrm{Y}^{\mathrm{p}}\right),
$$

where $\Gamma_{I}$ is homogeneous of degree $m<n$ and clearly satisfies conditions ( $P$ ). Hence

$$
\Gamma_{1}(X, Y)=a C_{m}(X, Y)
$$

It remains to be shown that

$$
C_{m}\left(X^{p}, y^{p}\right)=b C_{n}(X, Y)
$$

If $m$ is not a power of $p$, then $C_{m}=c B_{m}, C_{n}=B_{n}$ and the result follows from the corresponding result for the polynomials $B_{k}$. If $m$ is a power of $p$ we work over $Z 2$. We have

$$
\begin{aligned}
& B_{m}\left(X^{p}, Y^{p}\right)=\left[(X+Y)^{p}-B_{p}(X, Y)\right]^{m}-X^{p m}-Y^{p m} \\
& \quad=(X+Y)^{p m}-X^{p m}-Y^{p m}+\sum_{r=1}^{m}(-I)^{r}\binom{m}{r} B_{p}(X, Y)^{r}(X+Y)^{p(m-r)}
\end{aligned}
$$

This is $\equiv B_{n}(X, Y) \quad\left(\bmod p^{2}\right)$, as $m \equiv 0, B_{p}(X, Y) \equiv 0(\bmod p)$ and so each term under the sumation sign is $\equiv 0\left(\bmod p^{2}\right)$. On dividing through by $p$ we finally get

$$
C_{m}\left(X^{p}, y^{p}\right) \equiv C_{n}(X, Y) \quad(\bmod p)
$$

This completes the proof of Theorem la.

LEMMA 3 Suppose $F$ and $G$ are formal groups and

$$
F \equiv G+a B_{n} \quad(\bmod \operatorname{deg} n+1)
$$

Then there exists a power series $f(X), f(X) \equiv X$ (mod deg $n$ ), so that

$$
f\left(F\left(f^{-1} X, f^{-1} Y\right)\right) \equiv G(X, Y) \quad(\bmod \operatorname{deg} n+1)
$$

PROOF Put $f(X) \equiv X-b X^{n}(\bmod \operatorname{deg} n+1)$. We show that, for a proper choice of $b, f(F(X, Y)) \equiv G(f X, f Y)(\bmod \operatorname{deg} n+1)$. We work modulo degree $n+1$ :

$$
\begin{aligned}
f(F(X, Y)) & \equiv F(X, Y)-b(X+Y)^{n} \\
& \equiv G(X, Y)+a(X+Y)^{n}-a X^{n}-a Y^{n}-b(X+Y)^{n} . \\
G(f X, f Y) & \equiv G(X, Y)-b X^{n}-b Y^{n} .
\end{aligned}
$$

The right congruence is obtained by taking $b=a$.

IFMMA 4 Suppose $F$ and $G$ are formel groups and

$$
F \equiv G+a C_{n} \quad(\bmod \operatorname{deg} n+1)
$$

Then for $m \in Z$,

$$
[m]_{F}(x) \equiv[m]_{G}(X)+a\left\{\varepsilon_{n}\left(m^{n}-m\right)\right\} x^{n} \quad(\bmod \operatorname{deg} n+1)
$$

where $\varepsilon_{n}=1$, when $n$ is not a prime power,

$$
\varepsilon_{n}=\frac{I}{q}, \text { when } n \text { is a power of the prime } q \text {, (Note: } C_{n}=\varepsilon_{n} B_{n} \text { ), }
$$

and where

$$
\left\{\varepsilon_{n}\left(m^{n}-m\right)\right\} \quad \text { stands for the element of } R \text { which is the image of }
$$

the integer $\varepsilon_{n}\left(m^{n}-m\right)$.

PROOF The lemma is clearly true for $m=1$. Proceed by induction on m. Write $\ell_{m}(X)$ for the polynomial of degree $\leq n$ which is congruent (modulo $\operatorname{deg} n+1$ ) to $[m]_{F}(x)-[m]_{G}(X)$. Working modulo deg $n+1$,
we have

$$
\begin{aligned}
{[m+1]_{F}(x) } & =F\left([m]_{F}(x), x\right) \\
& \equiv G\left([m]_{F}(x), x\right)+a c_{n}\left([m]_{F}(x), X\right) \\
& \equiv G\left([m]_{G}(x), x\right)+\ell_{m}(x)+a c_{n}(m x, x) \\
& \equiv[m+1]_{G}(x)+\ell_{m}(x)+a c_{n}(m X, X) .
\end{aligned}
$$

Over $Z, B_{n}(m X, X)=(m X+X)^{n}-(m X)^{n}-x^{n}$,

$$
=\left((m+1)^{n}-m^{n}-1\right) x^{n} .
$$

Therefore $C_{n}(m X, X)=\varepsilon_{n}\left((m+1)^{n}-m^{n}-1\right) X^{n}$.

Hence $\ell_{m+1}(X)=\ell_{m}(X)+a\left\{\varepsilon_{n}\left((m+1)^{n}-m^{n}-1\right)\right\} X^{n}$. By the induction hypothesis, this is equal to $a\left\{\varepsilon_{n}\left(m^{n}-m+(m+1)^{n}-m^{n}-1\right)\right\} x^{n}$, which is $a\left\{\varepsilon_{n}\left((m+1)^{n}-(m+1)\right)\right\} x^{n}$.

THEOREM 2 A formal group $F$ is isomorphic over $R$ to the additive group $G_{a}$ if and only if, for all primes $p,[p]_{F}$ has coefficients in $p R$. Recail that $G_{a}(X, Y)=X+Y$.

PROOF If $f: F \rightarrow G$ is an isomorphism of formal groups, then

$$
[p]_{F}=f^{-1} \circ[p]_{G} \circ f
$$

That $[p]_{F}$ has coefficients in $p R$ for all primes $p$ is therefore a property of isomorphism classes of formal groups. Since $[n]_{G_{a}}(X)=n X$, this shows that the condition is necessary.

To prove the sufficiency of the condition we construct a sequence $\left\{\mathrm{g}_{\mathrm{n}}\right\}$ of invertible power series such that

$$
\begin{aligned}
& g_{n+1} \equiv g_{n} \quad(\bmod \operatorname{deg} n), \\
& g_{n} \circ F \circ g_{n}^{-1} \equiv X+Y(\bmod \operatorname{deg} n+1) .
\end{aligned}
$$

The sequence $\left\{g_{n}\right\}$ is a Cauchy sequence, with limit $g$, say. Hence

$$
g \circ F \cdot G^{-1} \equiv X+Y \quad(\bmod \operatorname{deg} n),
$$

for $n$ arbitrarily large. Therefore

$$
g \circ F \circ E^{-1}=X+Y
$$

Construction of $\left\{g_{n}\right\}:$ Take $g_{1}=X$. Suppose we have already constructed $g_{1}, \ldots, g_{n-1}$, and suppose

$$
g_{n-1} \circ F \circ g_{n-1}^{-1}=H \equiv X+Y \quad(\bmod \operatorname{deg} n)
$$

It will suffice for us to construct a power series $f$ such that

$$
f \equiv X \quad(\bmod \operatorname{deg} n)
$$

and

$$
f \circ H \circ f^{-1} \equiv X+Y \quad(\bmod \operatorname{deg} n+1)
$$

for then the required $g_{n}$ can be taken to be $f \circ g_{n-1}$ *
By Lazard's theorem (Theorem 1),

$$
H \equiv X+Y+a C_{n}(X, Y) \quad(\bmod \operatorname{deg} n+1),
$$

for some $a \in R$. If $n$ is not a prime power, then $a C_{n}=a B_{n}$. If $n$
is a prime power, $n=p^{r}$, then by Lemma 4

$$
\begin{array}{rlr}
{[p]_{H}(X)} & \equiv[p]_{G_{a}}(X)+a\left(p^{n-1}-1\right) x^{n} \quad(\bmod \operatorname{deg} n+1), \\
& \equiv p X+a\left(p^{n-1}-1\right) X^{n} \quad(\bmod \operatorname{deg} n+1)
\end{array}
$$

But by our hypothesis $[p]_{H}(x)$ has coefficients in $p R$. Hence $a \in p R$, and $a=p b$ for some $b \in R$. This implies $a C_{n}=b B_{n}$. We have shown then that

$$
H \equiv X+Y+a B_{n}(X, Y) \quad(\bmod \operatorname{deg} n+1)
$$

By Lerma 3, there exists $f$ with the required properties.

COROLTARX 1. (Independent of Lie theory) If $R$ is a Q-algebra then every commatative formal group of dimension $I$ is isomorphic over $R$ to the additive group.

COROLUARY 2. Let $R$ be a ring with $p R=0, p$ a prime number. Then a formal group $F$ defined over $R$ is isomorphic to $G$ if and only if $[p]_{F}=0$.

COROLTARY 3. Let $R$ be a local ring, whose residue class field is of prime characteristic $p$. Then a formal group $F$ defined over $R$ is isomorphic to the additive group, if and only if the coefficients of $[\mathrm{p}]_{\mathrm{F}}$ lie in pR .
92. CLASSIFICATION OF COMMUTATIVE FORMAL GROUPS OF ONE DIMENSION OVER

A SEPARABLY CLOSED FIELD OF CHARACIERISTIC $p .(p>0)$
Let $k$ denote our base field, of characteristic p. For formal
groups $F$ and $G$ (over $k$ ) and $f \in \operatorname{Hom}_{k}(F, G), f$ is a power series in $X^{p^{h}}$, where $h=h t(f)$. (cf. $I, 53, T h .2$ ). More precisely, we have,

$$
f(x)=a_{1} x^{p^{h}}+a_{2} x^{2 p^{h}}+\ldots, a_{1} \neq 0
$$

PROPOSITION 1
(i) $\operatorname{ht}(f+g) \geq \inf \{h t(f), \operatorname{ht}(g)\}$.
(ii) $h t(f \circ g)=h t(f)+h t(g)$.

PROOF (i) has been proved already (I, 53, Prop.5).
(ii) Put $n=h t(f), m=h t(g)$. Then
$f(x)=a x^{p^{n}}+\ldots, g(X)=b X^{p^{m}}+\ldots, a \neq 0, b \neq 0$.
Therefore $f(g(x))=a b^{p^{n}} x^{p^{n+m}}+\ldots$, and $a b^{p^{n}} \neq 0$.

COROLJARY 1 ht $(u)=0$ if and onIy if $u$ is an invertible power series, in which case ht (u $\left.\circ f \circ u^{-1}\right)=\operatorname{ht}(f)$.

COROLLARY 2 If we consider $Z$ with the padic filtration and End $(F)$ with the height filtration, then $Z \rightarrow E n \alpha_{k}(F)$ is continuous.

We define the height $H t(F)$ of the formal group $F$ to be $h t\left([\mathrm{p}]_{\mathrm{F}}\right)$. By Cor. 1 to Prop. $1, \mathrm{Ht}(\mathrm{F})$ only depends on the isomorphism class of $F$.

COROLTARY 3 If $H t(F) \neq \mathrm{Ht}(G)$, then $\operatorname{Hom}_{k}(F, G)=0$.

PROOF If $f \in \operatorname{Hom}_{k}(F, G)$, then $f \circ[p]_{F}=[p]_{G} \circ f$. Hence $h t(f)+H t(F)=h t(f)+H t(G)$. Since $H t(F) \neq H t(G)$, then $h t(f)=\infty$, and $f=0$.

PROPOSITION 2 Hom $(F, G)$ is complete under the height filtration. PROOF Let $\left\{f_{n}\right\}$ be a Cauchy sequence under the height filtration. Then it is a Cauchy sequence with respect to the order filtration, and $\operatorname{ord}(g)=p^{h t(g)}$. Put $f=\lim _{\text {ord }}\left(f_{n}\right)$. Then, working modulo degree $n$, we have

$$
\begin{aligned}
f(F(X, Y)) & \equiv f_{n}(F(X, Y))=G\left(f_{n}(X), f_{n}(Y)\right) \\
& \equiv G(f(X), f(Y)) .
\end{aligned}
$$

Hence $f \in \operatorname{Hom}_{k}(F, G)$ and $f$ is the limit of $\left\{f_{n}\right\}$ under the height filtration.

COROLLARY The homomorphism $Z \rightarrow$ End $_{k}(F)$ extends to a homomorphism $Z_{p} \rightarrow \operatorname{End} X_{k}(F)$ (where $Z_{p}$ denotes the p-adic integers). The diagram

of ring homomorphisms commates, as all the maps preserve identities. Thus $D\left([p]_{F}\right)=0$, i.e., $h t\left([p]_{F}\right)>0$, i.e., $H t(F)>0$. By Corollary 2 to Theorem 2 of the last section, $\operatorname{Ht}(F)=\infty \quad$ if and only if $F$ is isomorphic to the additive group $G_{a}$. Thus if $F$ is not isomorphic to the additive group, i.e., if $H t(F)<\infty$ then the map $Z_{p} \rightarrow \operatorname{End}_{L_{2}}(F)$ is an embedding.

The three main theorems which follow give firstly the existence of formal groups of prescribed height $h>0$ over any field of characteristic $p$, secondly the complete classification of formal groups over a separably closed field, and thirdly the determination of $\operatorname{End}_{k}(F)$.

THEOREM I Given a positive integer $h$, there exists a formal group $F$ defined over $G F(p)$, so that $[p]_{F}(X)=x^{p}$.

THEOREM 2 (Lazard) If $k$ is a separably closed field of characteristic $p$, then formal groups $F$ and $G$ defined over $k$ are $k$-isomorphic if and only if $\mathrm{Ht}(\mathrm{F})=\mathrm{Ht}(\mathrm{G})$.

THEOREM 3 (Dieudonne - Lubin) Suppose $k$ is a separably closed field of characteristic $p$, and let $F$ be a formal group defined over $k$ with $H t(F)=h<\infty$. Then End $(F)$ is isomorphic to the maximel order $m$ in the central division algebra $\mathscr{D}$ of invariant $1 / h$ and of rank $h^{2}$ over $Q_{p}$.

The last theorem is due to Dieudonne in the weaker form that End $_{k}(F)$ is isomorphic to some order in $\mathscr{D}$. That this is actually the maximal order was proved by Lubin, using results on formal groups over discrete valuation rings. We shall give a direct proof.

We shall need some lemas. Let $R$ be a discrete valuation ring with finite residue class field of $p^{s}$ elements. Denote by $y$ the maximal ideal of $R$, and take $\pi$ in $R$ so that $y=\pi R$.

LETMA I Suppose $f(X)$ and $g(X)$ are power series over $R$ satisfying

$$
\begin{array}{ll}
f(X) \equiv g(X) \equiv \pi X & (\bmod \operatorname{deg} 2), \\
f(X) \equiv g(X) \equiv X^{q} & (\bmod y)
\end{array}
$$

where $q=p^{s \ell}$ for some positive integer $\ell$ - Let $L\left(X_{1}, \ldots, X_{n}\right)$ be a linear form over R. Then there exists a power series $F\left(X_{1}, \ldots, X_{n}\right)$ over $R$ satisfying the conditions
(i) $F\left(X_{1}, \ldots, X_{n}\right) \equiv L\left(X_{1}, \ldots, X_{n}\right) \quad(\bmod \operatorname{deg} 2)$,
(ii) $f\left(F\left(X_{1}, \ldots, X_{n}\right)\right)=F\left(g\left(X_{1}\right), \ldots, g\left(X_{n}\right)\right)$.

These conditions determine $F$ uniquely over the quotient field of $R$. (This is a slight variant of a lemma of Lubin - Tate.)

PROOF Our aim is to construct a sequence $\left\{F_{m}\right\}$ of polynomials over $R$ in $X_{1}, \ldots, X_{n}$ with the properties :

$$
\begin{gathered}
F_{m}\left(X_{1}, \ldots, X_{n}\right) \text { is of degree } m-1, \\
F_{m}\left(X_{1}, \ldots, X_{n}\right) \equiv L\left(X_{1}, \ldots, X_{n}\right) \quad(\bmod \operatorname{deg} 2), \\
f\left(F_{m}\left(X_{1}, \ldots, X_{n}\right)\right) \equiv F_{m}\left(g\left(X_{1}\right), \ldots, g\left(X_{n}\right)\right) \quad(\bmod \operatorname{deg} m), \\
F_{m+I}\left(X_{1}, \ldots, X_{n}\right)=F_{m}\left(X_{1}, \ldots, X_{n}\right)+\Delta\left(X_{1}, \ldots, X_{n}\right),
\end{gathered}
$$

where $\Delta\left(X_{1}, \ldots, X_{n}\right)$ is a homogeneous polynomial of degree $m$. These conditions imply (here we work with congruences modulo degree $m+1$ ) that

$$
\begin{aligned}
F_{m+1}\left(g\left(X_{1}\right), \ldots, g\left(X_{n}\right)\right) & =F_{m}\left(g\left(X_{1}\right), \ldots, g\left(X_{n}\right)\right)+\Delta\left(g\left(X_{1}\right), \ldots, g\left(X_{n}\right)\right) \\
& \equiv F_{m}\left(g\left(X_{1}\right), \ldots, g\left(X_{n}\right)\right)+\Delta\left(\pi X_{1}, \ldots, \pi X_{n}\right) \\
& \equiv F_{m}\left(g\left(X_{1}\right), \ldots, g\left(X_{n}\right)\right)+\pi^{m} \Delta\left(X_{1}, \ldots, X_{n}\right) .
\end{aligned}
$$

If we write $f(X)=\pi X+f_{(2)}(X)$, then we also have

$$
\begin{aligned}
f\left(F_{m+1}\left(X_{I}, \ldots, X_{n}\right)\right) & =f\left(F_{m}\left(X_{I}, \ldots, X_{n}\right)+\Delta\left(X_{1}, \ldots, X_{n}\right)\right) \\
& \equiv \pi F_{m}\left(X_{I}, \ldots, X_{n}\right)+\pi \Delta\left(X_{I}, \ldots, X_{n}\right)+f_{(2)}\left(F_{m}\left(X_{I}, \ldots, X_{n}\right)\right) \\
& \equiv f\left(F_{m}\left(X_{I}, \ldots, X_{n}\right)\right)+\pi \Delta\left(X_{1}, \ldots, X_{n}\right)
\end{aligned}
$$

We are therefore required to find $\Delta$ satisfying the congruence

$$
F_{m}\left(g\left(X_{1}\right), \ldots, g\left(X_{n}\right)\right)+\pi^{m} \Delta\left(X_{1}, \ldots, X_{n}\right) \equiv f\left(F_{m}\left(X_{1}, \ldots, X_{n}\right)\right)+\pi \Delta\left(X_{1}, \ldots, X_{n}\right)
$$

In other words, we must solve over the quotient field of $R$ the congruence

There clearly exists a unique solution. But $1-\pi^{m-1}$ is a unit of $R$. To show that the solution has coefficients in $R$ we must show that $F_{m}\left(g\left(X_{1}\right), \ldots, g\left(X_{n}\right)\right)-f\left(F_{m}\left(X_{1}, \ldots, X_{n}\right)\right)$ has coefficients in $y$ (i.e. is divisible by $\pi$ ). since $f(X) \equiv g(X) \equiv X^{q}$ (mod $y$ ), then

$$
\begin{aligned}
& F_{m}\left(g\left(X_{1}\right), \ldots, g\left(X_{n}\right)\right)-f\left(F_{m}\left(X_{1}, \ldots, X_{n}\right)\right) \equiv \\
& F_{m}\left(X_{1}^{q}, \ldots, X_{n}^{q}\right)-\left(F_{m}\left(X_{1}, \ldots, X_{n}\right)\right)^{q} \quad(\bmod g)
\end{aligned}
$$

$\operatorname{But}\left(F_{m}\left(X_{1}, \ldots, X_{n}\right)\right)^{q} \equiv F_{m}^{q}\left(X_{1}^{q}, \ldots, x_{n}^{q}\right) \quad(\bmod y)$.
( $F_{\mathrm{m}}^{\mathrm{q}}$ denotes the polynomial obtained from $F_{\mathrm{m}}$ by raising all the coefficients to the $q$-th power). As $q$ is a power of the cardinality of the residue class field, we have $\mathrm{F}_{\mathrm{m}}^{\mathrm{q}}=\mathrm{F}_{\mathrm{m}}$. Hence

$$
\left(F_{m}\left(x_{1}, \ldots, x_{n}\right)\right)^{q} \equiv F_{m}\left(x_{1}^{q}, \ldots, x_{n}^{q}\right) \quad(\bmod y)
$$

and therefore

$$
F_{m}\left(g\left(X_{1}\right), \ldots, g\left(X_{n}\right)\right)-f\left(F_{m}\left(X_{1}, \ldots, X_{n}\right)\right) \equiv 0 \quad(\bmod y)
$$

as required.
We are now in a position to prove Theorem 1. (We use here an idea which plays a central role in Lubin - Tate.)

PROOF OF THEOREM 1 In Lerma 1 , take $R=Z_{p}, \quad \pi=p, q=p^{h}$ for some positive integer $h, f(X)=g(X)=p X+X^{q}$, and $L(X, Y)=X+Y$. There then exists a power series $F(X, Y)$ over $Z_{p}$ such that

$$
F(X, Y) \equiv X+Y \quad(\bmod \operatorname{deg} 2),
$$

and

$$
F\left(f^{( }(X), f(Y)\right)=f(F(X, Y)) .
$$

But the power series $F(Y, X)$ is also a solution of our existence problem. By the uniqueness of solutions therefore we have

$$
F(X, Y)=F(Y, X)
$$

With $I(X, Y, Z)=X+Y+Z$, we easily check that the corresponding existence problem of the lemma has both $F(F(X, Y), Z)$ and $F(X, F(Y, Z))$ for solutions. From the uniqueness of solutions we deduce

$$
F(F(X, Y), Z)=F(X, F(Y, Z))
$$

Hence $F(X, Y)$ is a commatative formal group over $Z_{p}$, and $f$ lies in $\operatorname{End}_{Z_{p}}(F)$, with $D(f)=p$. Since $D: \operatorname{End}_{Z_{p}}(F) \rightarrow Z_{p}$ if injective, and $D\left([p]_{F}\right)=p$, then $f=[p]_{F}$. In other words $[p]_{F}=p X+X^{p}$. The homomorphism $Z_{p} \rightarrow G F(p)$ induces a functor from the category of formal groups over $Z_{p}$ to the category of formal groups over $\operatorname{GF}(p)$. The image $\bar{F}$ of $F$ is then a formal group over $G F(p)$, with $[\mathrm{D}]_{F}=\mathrm{X}^{\mathrm{p}}$. This then yields Theorem 1 .

From now on $h$ is a fixed positive integer, and $q=p^{h}$.

IFMHA 2 Suppose $k$ is a field of characteristic $p$, and $F$ is a formal group of height $h$ defined over $k$. Then $F$ is $k$-isomorphic to a forman group $G$, where $G \equiv X+Y+c C_{q}(X, Y)$ (mod deg $q+1$ ) and $c \neq 0$.

PROOF We know that $F \equiv X+Y(\bmod$ deg 2). Suppose now that $F \equiv X+Y \quad(\bmod \operatorname{deg} n)$ with $n<q$. By Th. I of § 1 , we have $F \equiv X+X+c C_{n}(\bmod \operatorname{deg} n+1)$ for some $c \in k$. If $n \neq p^{k}$ then $c C_{n}=b B_{n}$ for some $b \in k$ (all primes $p^{-} \neq p$ are units in $k$ ). If $n=p^{k}$ with $k<h$ we assert that $c C_{n}=0\left(=B_{n}\right)$. For by Lemma 4 of §l, we have ( $G_{a}$ denotine the additive group)

$$
[\mathrm{p}]_{\mathrm{F}}(\mathrm{x}) \equiv[\mathrm{p}]_{G_{a}}(\mathrm{x})+\mathrm{c}(-1) \mathrm{x}^{\mathrm{n}} \quad(\bmod \operatorname{deg} n+1)
$$

But $[p]_{F}(X) \equiv 0 \quad(\bmod \operatorname{deg} q)$, and $[p]_{G_{a}}(X)=p X=0$. Hence $c X^{n} \equiv 0$ (mod $\operatorname{deg} n+1$ ) and so $c=0$.

Thus we have shown that if $F \equiv X+Y(\bmod \operatorname{deg} n)$ with $n<q$ then there is $a b \in k$ such that $F \equiv X+Y+b B_{n} \quad(\bmod \operatorname{deg} n+1)$. Now apply Lerma 3 ( 51 ) to obtain an invertible $f$ such that $f \circ F \circ f^{-1} \equiv X+Y(\bmod \operatorname{deg} n+1)$. We can therefore assume that $F \equiv X+Y(\bmod \operatorname{deg} q)$. If we had $F \equiv X+Y(\bmod \operatorname{deg} q+1)$ we could apply Lemma 4 (again with $m=p$ ) to obtain $[p]_{F}(X) \equiv 0$ (mod deg $q+1$ ), which contradicts the hypothesis on the height of $F$.

We state next a lemma in which (for the first time) essential use is made of the hypothesis that $k$ be a separably closed field.

IPMA 3 Let $k$ be a separably closed field of characteristic $p$. Suppose $g(X)=f\left(X^{q}\right)$ with $g(0)=0$ and $f_{1} \neq 0$. Then there is an invertible power series $u$ (over k) such that

$$
u^{-1} \circ g \circ u=X^{q}
$$

PROOF Let $g(X) \equiv a X^{q}(\bmod \operatorname{deg} q+1)$, where $a \neq 0$. As $k$ is separably closed, there exists $c \in k, c^{1-q}=$ a. Put $v_{1}(X)=c X$, $E_{2}(X)=\left(v_{1}^{-1} \circ E\right.$ ○ $\left.v_{1}\right)(X)$. Then $g_{2}(X) \equiv X^{q}(\bmod \operatorname{deg} q+1)$. But $g_{2}(X)$ is a power series in $X^{q}$ and hence $g_{2}(X) \equiv X^{q}$ (mod deg 2q).

We now prove for $r \geq 2$ : If $E_{r}(X)$ is a power series in $X^{q}$, $g_{r}(X) \equiv X^{q}(\bmod$ deg $r q)$ then for a suitable choice of $b$ in $v_{r}(X)=$ $X+b X^{r}$ we have

$$
\left(v_{r}^{-1} \cdot g_{Y} \cdot v_{r}\right)(X) \equiv X^{q} \quad(\bmod \operatorname{deg}(r+I) q)
$$

Starting with $G(X)$ and defining inductively

$$
v_{r}^{-1} \circ \ldots \ldots \circ v_{1}^{-1} \circ g \circ v_{1} \circ \ldots \cdot v_{r}=g_{r}
$$

we obtain an infinite product $v_{1} \circ \ldots \circ v_{r} \circ v_{r+1} \circ \ldots$, which under the order filtration converges to a $v(X)$ so that

$$
\left(v^{-1} \circ g \circ v\right)(x)=X^{q}
$$

Let $g_{r}(X) \equiv X^{q}+a X^{q q}$ (we use congruences mod deg $r q+1$ throughout). Then

$$
g_{r}\left(v_{r}(X)\right) \equiv X^{q}+\left(a+b^{q}\right) X^{r q}
$$

and

$$
\nabla_{r}\left(x^{q}\right) \equiv x^{q}+b x^{r q}
$$

We have then to solve

$$
b^{q}-b+a=0
$$

in the unknown b. This equation is separable, and hence can be solved in k. Thus

$$
\left(v_{r}^{-1} \circ g_{r} \circ v_{r}\right)(x) \equiv X^{q} \quad(\bmod \operatorname{deg} r q+1)
$$

and hence also mod deg $(r+1) q$.

DEFTNITION A formal group $F$ of finite height $h$ over a separably closed field $k$ of characteristic $p$, is in normel form if
(i) $[p]_{F}(x)=X^{q} \quad\left(q=p^{h}\right)$,
(ii) $F(X, Y) \equiv X+Y+\mathrm{cC}_{q}(X, Y) \quad(\bmod \operatorname{deg} q+1)$
for some $c \neq 0$ in $k$.
Our next lemas shows us that for formal groups in normal form we can work over GF(q) rather than k.

IEMMA 4 If $[p]_{F}=X^{q}$ then $F$ is defined over $G F(q)$ and every endomorphism of $F$ is defined over $G F(q)$.

PROOF Since $G P(q)=\left\{a \in k \mid a^{q}=a\right\}$ we have the following equivalence : $g\left(X_{1}, \ldots, X_{n}\right)=g(X)$ is defined over $G F(q) \Leftrightarrow g\left(X^{q}\right)=$ $g(X)^{q}$. Now $[p]_{F}$ - $F=F \circ[p]_{F}$ so $F$ is defined over $G F(q)$ when $[p]_{F}=X^{q}$. Moreover $[p]_{F}$ is in the centre of $\operatorname{End}_{\mathbb{R}}(\mathbb{F})$ so if $f \in \operatorname{End}_{j_{R}}(F)$
we have $[p]_{F} \circ f=f \circ[p]_{F}$, i.e. $f$ is defined over $\operatorname{GF}(q)$.
The next lemma is the crucial one for the proofs of Theorems 2 and 3. It ties lemmas $2,3,4$ together.

IENAA 5 Each formal group over a separably closed field $k$ is isomorphic to one in normal form.

PROOF Let $F$ be a formal group of height $h$ over $k$. Apply Lemme 3 to $[p]_{F}$ : there is a $u(X)$ such that $u^{-1} \cdot[p]_{F}$ o $u=X^{q}$. But $u^{-1} \cdot[m]_{F} \circ u=[m]_{u^{-1}}$ 。 $F$ ou for all integers $m \geq 1$, and $u^{-1} \cdot F \cdot u \cong F$. So we may assume $F$ is such that $[p]_{F}=X^{q}$. Then by Leman 2, there is an invertible $v(X)$ in $G F(q)[[x]]$ ( $F$ is defined over $\operatorname{GF}(q)$ by Lemma 4) such that $\left(v^{-1} \circ F \circ v\right)(X) \equiv X+Y+C_{q}$ $(\bmod \operatorname{deg} q+1)$, with $c \neq 0$. Now $[p]_{v^{-1}, F \cdot v}=v^{-1} \circ[\mathrm{~F}]_{F} \circ v=[p]_{F}$ (since $v$ is defined over $G F(q)$ ). Thus $v^{-1} \circ F \cdot v$ is in normal form. So we can now assume whenever it is convenient that all formal groups are defined over $G F(q)$, where throughout $q=p^{h}$.

Define a category $\mathscr{C}$ as follows : objects, all formal Eroups $F$ in normal form and of height $h$ over $k$; morphisms, all homomorphisms
of formal groups (in $\mathscr{C}$ ) over k. $\mathscr{b}$ is "additive" (cf. §1). Next let $M$ be the module, under ordinary addition, of polynomials of form $\sum_{i=0}^{h-1} a_{i} x^{p^{i}}=a(X), a_{i} \in \operatorname{GF}(q) . M$ is in the obvious way an $h^{2}$-dimensional vector space over $G F(p)$. We define a multiplication o on M by

$$
(a \circ b)(X) \equiv a(b(x)) \quad(\bmod \operatorname{deg} q) .
$$

This makes $M$ into a ring.

$$
\text { If } f=f(x)=\sum_{j=1}^{\infty} f_{j} x^{j} \text {, write } \bar{f}=\bar{f}(X)=\sum_{j=1}^{q-1} f_{j} x^{j} \text {. }
$$

Then we have

PROPOSITION 3 The map $\mathrm{f} \mapsto \overline{\mathrm{f}}$ defines a functor $\mathscr{C} \rightarrow \mathrm{M}$ of "additive" categories. Explicitly $\overline{\mathrm{f}} \overline{\mathrm{Gg}}=\overline{\mathrm{S}} \circ \overline{\mathrm{g}}, \overline{\mathrm{F}} \overline{\mathrm{G}} \mathrm{E}=$ $\bar{f}+\bar{G}, \bar{I}=1$. Moreover, $f \mapsto \bar{f}$ is a surjection $\operatorname{Hom}_{2}(F, G) \rightarrow M$, for any pair of formal groups $F, G$ in $\mathscr{C}$.

PROOF We show first that $\bar{f} \in M$ for $f \in \operatorname{Hon}_{k}(F, G)$. Since $f$ is a homomorphism, $f \circ[p]_{F}=[p]_{G} \circ f$, and since $F$ and $G$ are in normal form, $[\mathrm{D}]_{\mathrm{F}}=[\mathrm{p}]_{\mathrm{G}}=\mathrm{x}^{\mathrm{q}}$. We deduce that f is defined over $\mathrm{GF}(\mathrm{q})$. Next by (ii) of the definition of normal form we see that $f(X+Y) \equiv f(X)+f(Y)(\bmod \operatorname{deg} q)$, and so mod deg $q, f$ is a polynomial in $X^{p}$. Thus $\bar{f} \in M$.

It is clear that $\overline{\mathrm{P}} \cdot \overline{\mathrm{g}}=\overline{\mathrm{f}} \circ \overline{\mathrm{g}}$, and $\overline{\mathrm{I}}=1$. Now $f \underset{G}{+} g(X)=G(f(X), g(X)) \equiv f(X)+g(X) \quad(\bmod \operatorname{deg} q) \quad$ (again by (ii) of the definition of normal form). Therefore $\overline{P_{G}^{+g}}(X)=\overline{f(X)+g(X)}=$ $\bar{f}(X)+\bar{g}(X)$ since $\operatorname{deg} \bar{f}<q$ and $\operatorname{deg} \bar{g}<q$.

Finally we show that the map is surjective. For this it suffices to show that given a $\in M$ with first coefficient $a_{0} \neq 0$, there is an $f \in \operatorname{Hom}_{k}(F, G)$ such that $\bar{f}=a$, for these elements generate $M$ (as an additive group). As usual, we produce an $f$ using the completeness of $\operatorname{GF}(q)[[x]]$. We construct a sequence $\left\{f_{n}\right\}$ of invertible power series (for $n \geq q$ ) with the properties :

$$
\begin{aligned}
f_{q} & =a, \\
f_{n} \cdot F & \equiv G \circ f_{n} \quad(\bmod \operatorname{deg} n), \\
f_{n+1} & \equiv f_{n} \quad(\bmod \operatorname{deg} n) .
\end{aligned}
$$

Suppose we have reached $f_{m}$. Put $H=f_{m}^{-1} \circ G \circ f_{m}$. Then $F \equiv H \quad(\bmod \operatorname{deg} m) . \quad B y$ Lazard's theorem (51,Th.1) there is a $c \in \operatorname{GF}(\mathrm{q})$ such that $\mathrm{F} \equiv \mathrm{H}+\mathrm{c} \mathrm{C}_{\mathrm{m}}(\bmod \operatorname{deg} \mathrm{m}+1)$. If $\mathrm{m} \neq \mathrm{p}^{\ell}$ then $c C_{m}=b B_{m}$ for some $b \in G F(q)$. If $m=p^{\ell}$ then by Lemma 4 of 51 , $c_{m}=0$ (since $\left.[p]_{F}=[p]_{G}=[p]_{H}\right)$. Thus $F \equiv \mathrm{~F}+\mathrm{bB}_{\mathrm{m}}(\bmod \operatorname{deg} \mathrm{m}+\mathrm{I})$, $\mathrm{b} \in \operatorname{GF}(\mathrm{q})$. Now apply Lemma 3 of $\$ 1$ to deduce the existence of an invertible power series $u$ over $G F(q)$ such that $u \circ F \circ u^{-1} \equiv H$ (mod deg $m+I$ ), and $u(X) \equiv X(\bmod \operatorname{deg} m)$. Put $f_{m+I}=f_{m} \circ u_{\text {. }}$ It is clear that $f_{m+1} \equiv f_{m}$ (mod deg $m$ ), and so we have completed the induction step. Now put $f=\frac{1}{n} \bar{\eta}$ m $^{\prime} f_{n}$. We see that $\bar{f}=a$, and $f \in \operatorname{Hom}_{k}(F, G)$. This completes the proof of the proposition.

PROOF OF THEORII 2. We can assume both $F$ and $G$ are in normal form. Choose $f \in \operatorname{Hom}_{k}(F, G$ ) such that $\bar{f}=1$, (surjection of Prop.3). This implies that $f(X) \equiv X(\bmod d e g 2)$, and so $f$ is an isomorphism.

For literature on the arithmetic theory of division algebras over $Q_{p}$ see M. Deuring, Algebren, J.P. Serre, Local class field theory I Appendix (Brighton notes).

PROOF OF IHEOREM 3 We shall write $E=$ End $_{z}(F)$. We split the proof into five steps :

1) $E$ is a free $Z_{p}$-module of rank $h^{2}$;
2) $\mathscr{D}=E \otimes Z_{p} Q_{p}$ is a division algebra of rank $h^{2}$ over $Q_{p}$;
3) $E$ is the maximal order of $D$ (over $z_{p}$ );
4) The centre cent (D) of $\mathscr{D}$ is $Q_{p}$;
5) The invariant $\operatorname{inv}(\mathscr{D})$ of $\mathscr{D}$ is $l / h$.

## We first show that

(A)

$$
p^{n} E=\left\{f \in E \mid \operatorname{ht}(f) \geq \operatorname{nh}=\operatorname{noht}\left([p]_{F}\right)\right\}
$$

Clearly if $f=[p]_{F}^{n} \circ g$ then $h t(f)=n \cdot h t\left([p]_{F}\right)+h t(g) \geq n h$. Conversely, let $h t(f) \geq n h$. This means that there is a power series $g(X)$ so that $f(X)=g\left(X q^{n}\right)$, i.e., so that $f=G \cdot[p]_{F}^{n}$. We must show that $g \in E$. Since $F$ is defined over $G F(q)$ (remark aitter Lerma 5) we have

$$
f(F(X, Y))=E\left(F(X, Y)^{q^{n}}\right)=E\left(F\left(X^{q^{n}}, Y^{q^{n}}\right)\right)
$$

and

$$
F(f(X, Y))=F\left(g\left(X^{q^{n}}\right), \quad g\left(Y^{q^{n}}\right)\right)
$$

Comparing the two expressions we deduce that

$$
g(F(X, Y))=F(g(X), g(Y))
$$

as required.

Now E is Hausdorff and complete under the height topology. Hence $\cap p^{n} E=0$ and $E$ is a complete topological $Z_{p}$-module. As $E$ contains $Z_{p}$ and has no divisors of zero (cf. III, 51 Prop.2), $E$ is a torsionfree $Z_{p}$-module. By the preceding Prop. $3, E / \mathrm{PE} \cong \mathrm{M}$, i.e., $\mathrm{E} / \mathrm{pE}$ is of finite dimension $h^{2}$ over GF(p). Therefore $E$ itself is a free $Z_{p}$-module of rank $h^{2}$. This gives assertion 1 ).

By 1), $\mathscr{D}=E \otimes Z_{p} Q_{p}$ is an algebra over $Q_{p}$ of dimension $h^{2}$. As $E$ has no zero-divisors, $\mathscr{D}$ is a division algebre.

We shall denote multiplication in $\mathscr{D}$ in the usual way, i.e., write $f \cdot g$ for the product of $f$ and $E$. If $f$ and $g$ happen to be in $E$ then of course f.g coincides with the composite power series $f \circ E_{0}$ Thus in perticular for $f \in E, p_{f}=[p]_{F}^{n}$ 。f.

To establish 3) we first recall that the normalized padic valuation $v$ of $Q_{p}$, with $v(p)=1$, has a unique extension to $D$ again to be denoted by $v$. On the other hand $\frac{l}{h} h t: f \mapsto \frac{I}{h} h(f)$ is a valuation of $E$, whose restriction to $Z_{p}$ coincides with $v$. Hence $\frac{1}{h}$ ht can be extended to a valuation of $\mathscr{D}$, and by uniqueness this is the same as $v$. In other words we have

$$
\begin{equation*}
h t(f)=h \cdot v(f), \quad \text { for } f \in E \tag{B}
\end{equation*}
$$

The maximal order If of $\mathscr{D}$ is the set

$$
N=\{g \in \mathscr{D} \mid V(g) \geq 0\}
$$

Thus clearly E C N. For the opposite inclusion consider an element $g$ of $N$. Then as $E$ spans $D$ over $O_{p}, p^{n} \in E$ for some $n \geq 0$. Now $\nabla\left(p^{n} E\right) \geq n$, and so by (B), $h t\left(p^{n} g\right) \geq n h$, whence by (A)

$$
\underline{p}^{n}=[p]_{F}^{n} \circ f=p^{n} f_{s}
$$

for some $f \in E . A s \neq$ is torsion-free, this implies $g=f$, iee., $G \in E$. Thus $\mathbb{N} \subset E$, and hence $N=E$.

For 4) we first note that it suffices to establish the equation

$$
\operatorname{cent}(\mathbb{E})=Z_{p}
$$

As $Z_{p} \subset$ cent( $E$ ), it will suffice to show that the $Z_{p}-$ renk of cent (E) is $\leq$ I. If $f \in E$, pf $\in \operatorname{cent}(E)$ then $f \in \operatorname{cent}(E)$. Thus cent $(E)$ is a direct summand of $E$, and therefore its $Z_{p}-r a n k$ coincides with the dimension over GF(p) of its image cent(E) in the algebraM. By Prop. 3 the map $E \rightarrow M$ is surjective, whence $\overline{\text { cent(E) }} \subset$ cent $(M)$. It thus remains to be show that the dimension of cent(M) over $G P(p)$ is at most 1 .

$$
\left.\begin{array}{rl}
\text { Let } a(x) & =a_{0} x, \\
b(x) & =\sum_{j=0}^{h-l} b_{j} x^{p^{j}}
\end{array}\right\} \quad a_{0, b} \in \operatorname{GF}(q)
$$

be two elements of M. Then

$$
\begin{aligned}
& (a \circ b) \quad(x)=\sum_{j=0}^{h-I} a_{0}^{b} x^{x^{p^{j}}}, \\
& (b \circ a) \quad(x)=\sum_{j=0}^{h-1} a_{0}^{p^{j}} b_{j} x^{p^{j}} .
\end{aligned}
$$

For $b(X)$ to lie in the centre of $M$ it is thus necessary that for all $a_{0} \in \operatorname{GF}(q)$ and all $j=1, \ldots, h-1, b_{j}\left(a_{0}-a_{0}^{p^{j}}\right)=0$. But if
$a_{0}$ is a primitive element of $\operatorname{GF}(q)$ then $a_{0} \neq a_{0}^{p^{j}} \quad(j=1, \ldots, h-1)$, and so we must have $b_{j}=0$ for these values of $j$. In other words $a$ central element is of the form of $a(X)$. So now suppose that $a(X) \in \operatorname{cent}(M)$, while $b(X)$ is aroitrary. If we choose $b_{j}=1$ for all $j$ we get the equation $a_{0}=a_{0}^{p}$, i.e., $a_{0} \in G F(p)$. Thus in fact cent $(M)$ is of dimension $\leq 1$. (of course one has equality here). To prove 5) we first recall the definition of inv (D) most convenient for our purpose. There exists an element $G$ of $D$ so that for all $f \in E$
(c) $\quad g f G^{-1} \equiv f^{p} \quad(\bmod y)$ where $\quad y=\{f \in E \mid \operatorname{ht}(f) \geq I\}=\left\{f \in E \left\lvert\, v(f) \geq \frac{1}{h}\right.\right\}$
is the maximal (tromsided) ideal of $E$. $g$ is of course not unique but the values $\mathrm{V}(\mathrm{g})$ of such elements G form a unique coset mod Z , which is the invariant of $\mathscr{D}$. One may, by multiplying through by elements of cent $(\mathscr{D})=Q_{\mathrm{O}}$, suppose that $0 \leq \mathrm{V}(g)<1$. One then has to show that for such a $g$ we have $v(g)=\frac{l}{h}$.

Let then $g$ satisfy ( $C$ ), and assume that $v(G)=\frac{k}{h}$,
$0 \leq k \leq h-1$. We shall show that $k=1$. From (C) we have, on multiplying up by $g$,

$$
g f=f^{p} g \quad\left(\bmod y^{k+1}\right)
$$

How we can translate our statements into the language of power series. We have a power series $g(X)$ of height $k$, i.e., with

$$
g(x) \equiv a x^{p^{k}} \quad\left(\bmod \operatorname{deg} p^{k+1}\right)
$$

$$
(g \circ f)(X) \equiv(f(p) \circ g)(X) \quad\left(\bmod \operatorname{deg} p^{k+1}\right),
$$

where

$$
f^{(p)}(x)=(f \circ f \circ \ldots \circ f)(x) \quad(p \text { times })
$$

If $f(X)=f_{1} X+\ldots$. , then $f^{(p)}(X)=f_{1}^{p} X+\ldots$, and hence, $\bmod \operatorname{deg} p^{k+1}$

$$
\begin{aligned}
& (G \circ f)(X) \equiv a f_{1}^{p} X \\
& \left(f^{(p)} \circ G\right)(X) \equiv a f_{1}^{p} X,
\end{aligned}
$$

i.e., $a f_{1}^{p^{k}}=a f_{1}^{p}$. As $f_{1}$ can be any element of $G F(q)$ (by Prop. 3) and as a $\neq 0$ it follows that $k=1$.

This completes the proof of the theorem.

## 93. Gelois cohomology

Let $\Gamma$ and $A$ be topological groups, and suppose $A$ is a $\Gamma$-group, so that the elements of $\Gamma$ induce automorphisms of $A$ and so that the $\operatorname{map} \Gamma \times A \rightarrow A$ is continuous. For $\gamma \in \Gamma, a \in A$ we denote by $\gamma_{a}$ the image of a under the map defined by $\gamma$.

A cocycle of $\Gamma$ in $A$ is a continuous mep a : $\Gamma \rightarrow A$ which satisfies the relation

$$
a(\gamma \delta)=a(\gamma) \cdot \gamma_{a}(\delta) .
$$

We denote the set of cocycles of $\Gamma$ in $A$ by $Z^{l}(\Gamma, A)$. Note that $Z^{I}(\Gamma, A)$ is a set with a base point, viz., the trivial cocycle which maps each element of $\Gamma$ onto the identity of $A$. For $a \in Z^{I}(r, A)$ and $b \in A$, the equation

$$
a_{1}(\gamma)=b^{-1} a(\gamma) \cdot \gamma_{b}
$$

defines a cocycle $a_{1} \in Z^{I}(\Gamma, A)$. Tro cocycles which are related by such an equation for some $b \in A$ are said to be associated. This is an equivalence relation, and the equivalence classes in $Z^{l}(\Gamma, A)$ thus defined are called the cohomology classes. The set of cohomology classes is denoted by $H^{1}(\Gamma, A)$, which again is a based set with base point the class of the trivial cocycle. The cocycles associated with the trivial cocycle are called splitting cocycles, and they are given by

$$
a(\gamma)=b^{-1} \cdot \gamma_{b}
$$

for some $b \in A$.
Consider now a field $k$ of characteristic $p$, and let $K$ be a normal separable extension of $k$. Denote by $\Gamma$ the Galois group Gal ( $K / k$ ). For $k_{1}$ a finite field extension of $k$ in $K$, we write

$$
\Delta_{k_{1}}=\left\{\gamma \in \Gamma \mid \gamma \quad \text { leaves } k_{I} \text { fixed elenentwise }\right\} .
$$

A topology on $\Gamma$ is defined by taking as basis of open neighbourhoods of the identity the subgroups $\Delta_{k_{1}}$ for all finite field extensions $k_{I}$ of $k$ in $K$. With this topology, a continuous hemomerphiem map a : $\Gamma \rightarrow A$ of topological groups has the following interpretation : Take $\gamma \in \Gamma$, and $U$ a neighbourhood of $a(\gamma)$. There exists a finite extension field $k_{1}$ of $k$ so that whenever $\delta \in \Gamma$ has the same effect on $k_{1}$ as $\gamma$, then $a(\delta) \in U$.

We state the following two 'Iermas' without proof. ( $\mathrm{K}^{+}$denotes the additive group of $K$, and $K^{*}$ denotes the multiplicative group
of the non-zero elements of $K$ ).

IHMMA 1 H $H^{1}\left(\Gamma, K^{+}\right)=0$. (This is a consequence of the Normal basis theorem.)

IEIMA 2 (Hilbert's Satz 90). $H^{1}\left(\Gamma_{2} K^{*}\right)=1$.

Let $S$ be the group, with respect to o composition, of power series $f(X)$ defined over $K$ of the form $f(X)=f_{1} X+I_{2} X^{2}+\ldots, f_{1} \neq 0$. A topology on $S$ is defined by the order filtration i.e., by viewing $S$ as a subset of $K[[x]]$. The action of $\Gamma$ on $S$ is defined by the action of r on the coefficients of the power series in S . With this structure we have

PROPOSITIOM 1 H $H^{I}(\Gamma, S)=1$.
PROOF Define $S^{(n)}=\{f(X) \in S \mid f(x) \equiv X(\bmod \operatorname{deg} n+1)\}$. Then $S^{(n)}$ is a normal subgroup of $S$ (exercise for the reader). The sequence

$$
1 \rightarrow S^{(1)}+S \rightarrow K^{*}+1
$$

where $S \rightarrow K^{*}$ maps $f(X)$ onto $f_{1}$, is an exact sequence of $\Gamma$-groups. Also, if $f(X) \in S^{(n)}$, then $f(X) \equiv X+\alpha X^{n+1}$ (mod deg $n+2$ ). The map $f(X) \mapsto \alpha$ defines a homomorphism $S^{(n)} \rightarrow K^{+}$of r-groups, and

$$
I \rightarrow S^{(n+1)} \rightarrow S^{(n)} \rightarrow K^{+} \rightarrow 0
$$

is exact.
We must show that, if $a \in Z^{I}(\Gamma, S)$, then there exists $b \in S$ such that $a(\gamma)=b^{-1} \circ \gamma_{b}$.

Take $a \in Z^{l}(\Gamma, S)$. Then $a(\gamma)=\sum_{r=1}^{\infty} a_{r}(\gamma) X^{r}, a_{r}(\gamma) \in K$. The map $\gamma \mapsto a_{1}(\gamma)$ is a cocycle $\Gamma \rightarrow K^{*}$, and hence by Lemma 2 there exists $b_{1} \in K^{*}$ such that $b_{1} a_{1}(\gamma)=\gamma_{b_{1}}$. Take $b^{(1)}(X)=b_{1} X$ and define $b^{(I)}(X) \circ a(\gamma) \cdot\left(\gamma_{b}(I)(X)\right)^{-1}=a^{(I)}(\gamma) \in S^{(I)}$. The map $\gamma \mapsto a^{(1)}(\gamma)$ is a cocycle $\Gamma \rightarrow S^{(1)}$. If we write

$$
a^{(I)}(\gamma)=x+a_{2}^{(I)} x^{2}+\ldots,
$$

then the map $\gamma \mapsto a_{2}^{(1)}$ is a cocycle $r \rightarrow K^{+}$. By Lemma $I$ there exists $c_{2} \in K^{+}$such that

$$
a_{2}^{(1)}(\gamma)=\gamma_{c_{2}}-c_{2}
$$

Take $c(x)=X+c_{2} X^{2}$. Then $c(X) \circ a^{(1)}(\gamma) \bullet\left(\gamma_{c}(x)\right)^{-1}=a^{(2)}(\gamma) \in s^{(2)}$ This way, we get a Cauchy sequence $\left\{b^{(n)}(X)\right\}$ such that

$$
b^{(n)}(x) \circ a(\gamma) \circ\left(\gamma_{b}^{(n)}(x)\right)^{-1} \in s^{(n)}
$$

Put $b=\frac{1}{n} \frac{1}{n}{ }^{\prime} b^{(n)}(x)$. Then

$$
a(\gamma)=b^{-1} \circ \gamma_{b}
$$

Let $F$ be a formal group of height $h$ defined over $k$ and fixed once and for all. If $G$ is another formal group defined over $k$ and $f: F \rightarrow G$ is an isomorphism defined over $K$ then

$$
\left.\gamma_{f(F(X, Y)}\right)=G\left(\gamma_{f}(X), \quad \gamma_{f(Y)}\right), \quad(\gamma \in \Gamma)
$$

and so $\gamma_{f}: F \rightarrow G$ is an isomorphism. It follows then that $a(\gamma)=f^{-1}, \gamma_{f}$ is an automorphism of $F$ (defined over $K$ ). Also,

$$
a(\gamma \delta)=f^{-1} \circ \gamma \delta_{f}=f^{-1} \circ \gamma_{f} \circ \gamma_{f}-1 \circ \gamma \delta_{f}=a(\gamma) \circ \gamma a(\delta) .
$$

Let $k_{1}=k\left(f_{1}, \ldots, f_{n}\right)$ be the field obtained by adjoining the first $n$ coefficients of $f$ to $k$. Then if $\gamma$ and $\delta$ have the same effect on $k_{1}$ we have $\gamma_{f} \equiv \delta_{f}(\bmod \operatorname{deg} n+1)$, and hence $a(\gamma) \equiv a(\delta) \quad(\bmod \operatorname{deg} n+1)$. Thus $a$ is continuous. Hence if $f: F \rightarrow G$ is an isomorphism (over $K$ ), then $a(\gamma)=f^{-1} 。 \gamma_{f}$ defines a cocycle of $\Gamma$ in $A u t_{K}(F)$.

Every other isomorphism $F \rightarrow G$ is of the form $f \circ g$ for $g \in A u t_{K}(F)$. Since

$$
\left.a_{1}(\gamma)=(f \cdot g)^{-1} \cdot \gamma_{(f} \circ g\right)=g^{-1} \circ f^{-1} \circ \gamma_{f} \circ \gamma_{g}=g^{-1} \circ a(\gamma) \circ \gamma_{g}
$$

then we can associate uniquely with $G$ the cohomology class of $f^{-1} \cdot \gamma_{f}=a(\gamma)$.

Suppose now further that $G$ and $H$ are isomorphic formal groups over $k$ and that $\ell: G \rightarrow H$ is an isomorphism defined over $k$. Then \& $-\mathrm{f}: \mathrm{F} \rightarrow \mathrm{H}$ is an isomorphism defined over K and

$$
\begin{aligned}
\left.(\ell \cdot f)^{-1} \circ \gamma_{(\ell} \circ f\right) & =f^{-1} \circ \ell^{-1} \circ \gamma_{\ell} \cdot \gamma_{f} \\
& =f^{-1} \circ \gamma_{f}
\end{aligned}
$$

since $\gamma_{\ell}=\ell . G$ and $H$ are therefore associated with the same class of $H^{\prime}\left(\Gamma, A u t_{K}(F)\right)$.

Denote by Iso $_{K / k}(F)$ the set of $k$-isomorphic classes of
formal groups which become isomorphic to $F$ over $K$. We have then defined a map $I s O_{K / k}(F) \rightarrow H^{l}\left(\Gamma, A u t_{K}(F)\right)$.

THEOREM I Iso $_{K / k}(F) \rightarrow H^{I}\left(\Gamma, A u t_{K}(F)\right)$ is a bi.jection.

PROOF Suppose G and H are associated with the same cohomology class. Let $f: F \rightarrow G$, $\&: F \rightarrow H$ be K-isomorphisms. Then there exists $g \in$ Aut $_{K}(F)$ so that

$$
f^{-1} \circ \gamma_{f}=g^{-1} \circ \ell^{-1 \circ \gamma_{\ell} \circ \gamma_{g} .}
$$

Rearranging we get

$$
\left.\ell \circ g \cdot f^{-1}=\gamma_{\ell} \cdot \gamma_{g} \cdot \gamma_{f}^{-1}=\gamma_{(\ell} \cdot g \cdot f^{-1}\right)
$$

The K-isomorphism $\ell \bullet g \circ f^{-1}$ is therefore fixed for all $\gamma \in \Gamma$. It follows that \& $\cdot G \cdot f^{-1}: G \rightarrow H$ is a k-isomorphism. Thus the $\operatorname{map} \operatorname{IsO}_{K / k}(F) \rightarrow H^{2}\left(\Gamma, A u t_{K}(F)\right)$ is an injection. Let $a \in Z^{l}\left(\Gamma, A u t_{K}(F)\right)$. Since $Z^{1}\left(\Gamma, A u t_{K}(F)\right) \subset Z^{I}(\Gamma, S)$, then by Proposition 1 there exists $f \in S$ such that

$$
a(\gamma)=f^{-1} \circ \gamma_{f}, \quad \text { for } a \geq l \gamma \in \Gamma
$$

But if

$$
G(X, Y)=f F\left(f^{-1}(X), f^{-1}(Y)\right)
$$

then $f: F \rightarrow G$ is an isomorphism of formal groups. lioreover

$$
\begin{aligned}
\left.\gamma_{G(X, Y}\right) & =f \circ a(\gamma) F\left(a(\gamma)^{-1} \circ f^{-1}(X), a(\gamma)^{-1} \circ f^{-1}(Y)\right) \\
& =f F\left(f^{-1}(X), f^{-1}(Y)\right)=G(X, Y),
\end{aligned}
$$

as $a(\gamma) \in$ Aut $_{K}(F)$. This being true for all $\gamma \in \Gamma$ we conclude that $G$ is defined over $k$. It maps onto the cohomology class of $a$. Thus we do have a surjection.

Let now $I(k, h)$ be the set of $k$-isomorphisms classes of formal groups of height $h$. By 52, Theorem 1,

$$
I(k, h)=I s O_{K / k}(F)
$$

when $K$ is a separable closure of $k$. We thus obtain a full classification of formal groups of height $h$ from the theorem. COROLLARY If $K$ is a separable closure of $k$, then

$$
I(k, h) \simeq H^{1}\left(\Gamma, A u t_{K}(F)\right)
$$

Note that by $\mathrm{j}_{2}$, Theorem 2 we know the group Aut ${ }_{K}(F)$.

Example Let $h=1$. Then by 52 , Th. $3 \mathrm{End}_{\mathrm{K}}(F)=Z_{p}$ for any $K$ and hence $A u t_{K}(F)=U_{p}$, the group of padic units. The Galois group $\Gamma$ leaves $Z \subset$ End $_{K}(F)$ elementwise fixed, hence leaves the closure $Z_{p}$ of $Z$ fixed. Thus $\Gamma$ leaves $A u t_{K}(F)$ fixed. But then $H^{\beth}\left(\Gamma, A u t_{K}(F)\right)=\operatorname{Hom}\left(\Gamma, A u t_{K}(F)\right)$ is just the set of continuous homomorphisms $\Gamma \rightarrow \operatorname{Aut}_{K}(F)$, i.e. of continuous homomorphisms $\Gamma+U_{p}$.

Now let the field $k$ of definition of $F$ be a finite field and let $K$ be its algebraic closure. Then, as a topological group, the Galois group $\Gamma$ is generated by the Frobenius substitution $\sigma: \alpha \mapsto \alpha^{r}$, where $k=G F(r)$ ( $r$ a power of $p$ ). Horeover, for each element $\xi$ of $U_{p}$ there is one and only one continuous homomorphism $r \rightarrow U_{p}$ which takes $\sigma$ onto $\xi$. Thus we can identify $\operatorname{Hom}\left(\Gamma, U_{p}\right)=U_{p}$ and we end up with a bijection

$$
I(k, I)=I s o_{K / k}(T) \longleftrightarrow U_{p}
$$

whenever $k$ is a finite field, and the height of $F$ is 1 .

We can use the preceding Theorem 1 to derive a classification of formal groups of finite height $h$ over a finite field $k$, which is due to J-P. Serre. Let $F$ be such a group, fixed once and for all, and write $E=E n a_{K}(F), K$ being an algebraic closure of $k$. If $a \in \mathbb{E}$ denote by $c \ell_{E}(\alpha)$ its conjugacy class (under inner automorphisms). Let $w$ be the normalized padic valuation of $E{ }^{8} \mathbb{Z}_{p} Q_{p}$ which takes as its set of finite values precisely $\mathbb{Z}$, in other words, for $f \in E, w(f)=h t(f)$. If $k$ has $p^{s}$ elements then write $T_{s}$ for the set of conjugacy classes $c \ell_{E}(\pi)$ of elements with value $w(\pi)=s$.

Now let $G$ be another formal group of height $h$ defined over $k$. Choose an isomorphisn

$$
\text { (1) } \quad G: F \simeq G
$$

over K. Then

$$
\text { (2) } \theta(v)=E^{-1} \text { ovog }, \quad v \in \operatorname{End}_{K}(G)
$$

defines an isomorphism End ${ }_{K}(G) \cong E$ of $\mathbb{Z}_{p}$-algebras. Noreover to within an inner automorphism this $\theta$ is uniquely determined by $G$. Now clearly the power series

$$
t=t(x)=x^{p}
$$

is an endomorphism of $G$, and so

$$
\phi(G)=c l_{E}(\theta(t))
$$

solely depends on $G$, and not on the choice of $G$ in (1). THEOREM 2. (Serre). The map $\phi$ gives rise to a bijection

$$
I(k, h) \simeq T_{s}
$$

PROOF Let $\sigma$ be the Frobenius automorphism a $\mapsto a^{p^{S}}$ of $K / k$. As $\Gamma=\operatorname{Gal}(\mathrm{K} / \mathrm{k})$ is free profinite on the single generator $\sigma$ it follows that the map

$$
a \longmapsto a(\sigma)
$$

is a bijection

$$
\left.Z^{\perp}(\Gamma, U(E)) \simeq U(E) \quad \text { (the group of units of } E\right) \text {. }
$$

Hence $a \longmapsto a(\sigma) \circ t$ is a bijection
(3) $\quad Z^{I}(\Gamma, U(E)) \simeq W^{-1}(s)$.

Observe now that if $g=\sum_{n=1} g_{n} X^{n}$ then

$$
t \circ g=\sigma_{g} \circ t,
$$

and so when $E_{1} \neq 0$ then
(4) $g^{-1} \circ t \cdot g=c \cdot t, \quad c=g^{-1} \cdot \sigma_{g}$

Thus in the map (3) cohomologous cocycles correspond to conjugate elements, i.e. we get a bijection
(5) $\quad H^{I}(\Gamma, U(E)) \simeq T_{S}$.

If now $g$ and $\theta$ are as in (1) and (2) then, by (4), $\theta(t)=a(\alpha)$ - $t$, where $a$ is a cocycle corresponding to the isomorphism class of $G$ under the bijection of Theorem 1. Thus the map $\phi$ factorizes through $H^{1}(\Gamma, U(E))$, i.e. $\phi(G)$ solely depends on the isomorphism class of $G$, and moreover $\phi(G) \in T_{s}$. Hence finally $\phi$ induces a map $I(k, h) \rightarrow T_{s}$, which factorizes into the product of the bijection of Theorem $l$ and the bijection (5) and thus is a bijection.

We also note

PROPOSITIOIV 2. With $\theta$ as in (1), (2), End $(G)$ is isomorphic to the subring of $E$ of elements commuting with $\theta(t)$

PROOF In End $K(G)$ the ring $\operatorname{End}_{K}(G)$ is characterized by $\sigma_{\alpha}=\alpha$, i.e. by $t \circ \alpha=\alpha \circ t$.

COROLLARY 1 End $H_{k}(G)$ is always the maximal order of the 0 -algebra it spans.

COROLLARY 2. There exists a group $G$ defined over $k$, and of height $h$ With End $_{K}(G)=\operatorname{End}_{K}(C)$, if and only if $h$ divides $s$.

For, the set of values of $w$ on the centre $\mathbb{Z}_{p}$ of $E$ is the set of positive multiples of $h$.

COROLIARY 3. If $k$ is the prime field then End $_{x}(G)$ is commutative and its field of quotients is totally ramified of degree $h$ over $Q_{p}$.

In fact in the algebra $Q_{p}{ }_{Z_{p}} \operatorname{End}_{k}(G)=D$, the field $Q_{p}(t)$ has ramification index at least $h, a s w(t)=\frac{l}{h} w(p)$. But as a subfield of a central division algebra of rank $h^{2}, \rho_{p}(t)$ is of degree at most $h$. Thus in fact $h$ is its degree and ramification index, and moreover $Q_{p}(t)$ is then a maximal commutative subifield of $D$.

CHAPITER IV. COMMUTATIVE FORMAL GROUPS OF
DIIERISION OITE OVER A DISCRETE VALUATION RING

## \$1. The homomorphisms.

Throughout this chapter we limit our consideration to commutative formal groups of dimension 1 . PROPOSITION 1 Let $I$ be a field of characteristic 0 , and $F$ a formal group (cormutative, of dimension 1) over L. Then there exists a unigue isomorphism $\ell_{F}: F \rightarrow G_{a}$ (the additive group) defined over $L$, so that $\ell_{F}^{\prime}(0)=1$. Suppose now that $S$ is an integral domain with quotient field $L$, and that $F$ is defined over $S$. Then $\ell_{F}^{\prime}(X) \in S[[x]]$.
(We denote the inverse of the isomorphism $\ell_{F}$ by $e_{F}$ ). (Motivation for notation : If $F$ is the multiplicative group $G_{m}(X, Y)=X+Y+X Y$, then $\ell_{F}(X)=\log (I+X)=\sum_{n=1}^{\infty}(-1)^{n-1} X_{n}^{n} /{ }_{n}$, and

$$
\left.e_{F}(x)=e^{X}-1=\sum_{n=1}^{\infty} \frac{x^{n}}{n!} \cdot\right)
$$

PROOF By II, $\$ 2$ Theorem 1, Corollary 1, or III §1, Theorem 2, Corollary 1 , we see that there exists an isomorphism (over L) $g: F \rightarrow G a$ Also, $D(g)=g^{\prime}(0) \neq 0$. Now $D: \operatorname{End}_{I}\left(G_{a}\right) \rightarrow I$ is an isomorphism, since the elements of $E n d_{L}\left(G_{a}\right)$ are the monomials $\alpha X$. We can therefore find $g_{1} \in$ End $_{L}\left(G_{a}\right)$ such that $D\left(g_{1}\right)=D(g)^{-1}$. Thus $\ell_{F}=g_{1} g: F \rightarrow G_{a}$ is an isomorphism with $\ell_{F}^{\prime}(0)=1$. To show uniqueness, suppose $f, G: F \rightarrow G_{a}$ are isomorphisms with
$f^{\prime}(0)=g^{\prime}(0)$. Then $f \circ g^{-1} \in \operatorname{Aut}\left(G_{a}\right)$ and $D\left(f \circ g^{-1}\right)=1$. Therefore $\mathrm{f} \circ \mathrm{g}^{-1}$ is the identity on $G_{a}$ and so $f=g$.

To prove the second part of the proposition (write $\ell_{F}=\ell$ ) we differentiate, with respect to $Y$, the equation

$$
\ell(F(X, Y))=\ell(X)+\ell(Y) .
$$

We obtain

$$
\ell^{\prime}(F(X, Y)) F_{2}(X, Y)=\ell^{\prime}(Y),
$$

where $F_{2}(X, Y)$ denotes the derivative of $F(X, Y)$ with respect to $Y$. Put $Y=0: \ell^{\prime}(X) F_{2}(X, 0)=1$. From our assumption on $F, F_{2}(X, 0)$ has coefficients in $S$ and leading coefficient $I$. Therefore $\ell^{\prime}(X)$ has coefficients in $S$, being the inverse of $F_{2}(X, 0)$.

COROLIARY I $\quad \operatorname{Hom}_{L}(F, G)=e_{G} \cdot \operatorname{End}_{I}\left(G_{a}\right) \circ \ell_{F}$.

COROLTARY $2 \quad D: \operatorname{Hom}_{L}(F, G) \rightarrow L$ is a bijection.

COROLIARY 3 If $F$ and $G$ are formal groups defined over $S$ then $D: \operatorname{Hom}_{S}(F, G) \rightarrow S$ is injective.

PROPOSITION 2 With the same hypothesis as in Prop. 1 , and if in addition $q$ is a positive integer, $q>1$, then $H_{H}(F, G)$ is the set of all power series $f$ (with zero constant term) defined over I so that

$$
\begin{equation*}
f \circ[q]_{F}=[q]_{G} \circ f \tag{*}
\end{equation*}
$$

PROOF By Prop. 1, Cor. 2 we only have to show that (*), together
with the equation $D(f)=a$, determines $f$ uniquely. We shall establish uniqueness of the partial series

$$
f^{(n)}=f_{1} X+\ldots+f_{n-1} x^{n-1}
$$

by induction on $n$.
Suppose that

$$
f^{(n)} \circ[q]_{F} \equiv[q]_{G} \circ f^{(n)} \quad(\bmod \operatorname{deg} n)
$$

ie., that

$$
f^{(n)} \cdot[q]_{F}-[q]_{G} \circ f^{(n)} \equiv c x^{n}(\bmod \operatorname{deg} n+1) .
$$

Then

$$
f^{(n+1)} \cdot[q]_{F}-[q]_{G} \cdot f^{(n+1)} \equiv c X^{n}+f_{n}\left(q^{n}-q\right) X^{n}(\bmod \operatorname{deg} n+1),
$$

as $D([q])=q$. Here we must have

$$
f_{n}=\frac{c}{q-q^{n}}
$$

Note that clearly $f_{n}$ is a "polynomial" in $f_{1}, \ldots, f_{n-1}$. More precisely we see by iteration that there exist polynomials $\Phi_{n}(T)$, depending on $F, G$ and $n$ so that $f_{n}=\Phi_{n}\left(f_{1}\right)$. The unique f satisfying ( $*$ ) in Proposition 2, with $D(f)=a$, is thus

$$
\sum_{n=1}^{\infty} \Phi_{n}(a) x^{n}
$$

Suppose from now on that $R$ is a discrete valuation ring with quotient field $K$ of characteristic 0 , maximal ideal $y$, and residue class field $k$ of characteristic $p \neq 0$. Let $v$ denote the
valuation on $K$ given by $y$. (we take $v$ normalized, so that $v(p)=1$ ). (Hote: we are now allowing filtrations whose values are real, but not necesserily integral.)

COROLTARY Let $F$ and $G$ be defined over $R$. Then $D\left(\operatorname{Hor}_{R}(F, G)\right)$ is closed in $R$.

PROOF $D: \operatorname{Hom}_{K}(F, G) \rightarrow K$ is a bijection by Prop. 1. $D^{-1}(a)$ in $\operatorname{Hom}_{K}(F, G)$ has leading coefficient $a$, and hence $D^{-1}(a)=\sum_{n=1}^{\infty} \Phi_{n}(a) X^{n}$. $R$ is a closed set (with respect to the valuation topology) in $K$, and since $\Phi_{n}$ is a polynomial it is continuous. The elements $a \in K$ for which $\Phi_{n}(a) \in R$ therefore form a closed subset $C_{n}$ of $K$. Since $D\left(\operatorname{Hom}_{R}(F, G)\right)=\bigcap_{n} C_{n}$, then $D\left(\operatorname{Hom}_{R}(F, G)\right)$ is closed.

We denote by $\bar{k}$ the separable closure $k$. The homomorphism $R \rightarrow \bar{k}$ induces a functor $\ell_{R} \rightarrow \xi_{k}^{-}$(cf. III, 51, Prop. 1 ), under which $F \mapsto \bar{F}$

PROPOSITION 3 If $\bar{F}$ is not isomorphic to $\bar{G}$ then

$$
\operatorname{Hom}_{R}(F, G) \rightarrow \operatorname{Hom}_{k}(\bar{F}, \bar{G})
$$

## is iniective.

PROOF Suppose $\mathrm{f}: \vec{F} \rightarrow G$ is a non-zero homomorphism so that $\bar{f}=0$. Let $(\pi)=y$. Then $f(x)=\pi^{r} g(X)$ where $r>0$ and $\bar{g} \neq 0$. We have

$$
\begin{aligned}
\pi^{r} g(F(X, Y)) & =G\left(\pi^{r} g(X), \quad \pi^{r} g(Y)\right) \\
& \equiv \pi^{r} g(X)+\pi^{r} g(Y) \quad\left(\bmod g^{r+1} R[[X]]\right) .
\end{aligned}
$$

Hence $g(F(X, Y)) \equiv g(X)+g(Y) \quad(\bmod \mathcal{G}\| \| \|)$, and $\bar{g}(\bar{F}(X, Y))=\bar{g}(X)+\bar{g}(Y)$. Therefore $\overline{\mathrm{g}} \cdot[\mathrm{p}]_{\bar{F}}=[\mathrm{p}]_{\bar{G}_{a}} \circ \overrightarrow{\mathrm{~g}}=0$. Since $\overline{\mathrm{g}} \neq 0$, then $[\mathrm{p}]_{\bar{F}}=0$, i.e., $\overline{\mathrm{F}} \xlongequal{\cong} \bar{G}_{\mathrm{a}}$ (III, sI , Th. 2 ).

In view of III, 52, Cor 3 to Prop. 1, we have COROLIARY If $H t(\bar{F}) \neq \infty, H t(\bar{F}) \neq H t(\bar{G})$, then $\operatorname{Hom}_{R}(F, G)=0$.

Suppose now that $F$ and $G$ are formal groups over $R$, and $\bar{F}, \bar{G}$ are of finite height. Then we can define three different filtrations on $\operatorname{Hom}_{R}(F, G)$, viz., the filtration induced by the normelized filtration $v$ on $R$ and the injection $D: \operatorname{Hom}_{R}(F, G) \rightarrow R$ (again to be denoted by $v$ ); the filtration induced by the height filtration ht on $H_{m}(\bar{F}, \bar{G})$ and the injection of Prop 3 (again denoted by ht); the p-filtration where the associated subgroups are $\left\{[p]_{G}^{n} \operatorname{Hom}_{R}(F, G)\right\}$ (denoted by $u_{p}$ ).

Recall now that two filtrations on a group are said to be equivalent if they give rise to the same topology. Before stating Theorem l, which gives the relation between $v$, ht and $u_{p}$, we make the following definition. A filtration w on a free $Z_{p}$-module $A$ of finite rank is called a norm if, for some valuation $v^{\prime}$ of $Z_{p}$, equivalent to the padic one,

$$
w(c a)=v^{\prime}(c)+w(a), \quad c \in Z_{p}, a \in A .
$$

Any two norms are then equivalent.

THEOREN 1 Suppose $R$ is complete. (i) $v$, ht and $u_{p}$ are equivalent
filtrations on $\operatorname{Hom}_{R}(F, G)$, and $\mathrm{Hom}_{R}(F, G)$ is complete under these filtrations. (ii) $\operatorname{Hom}_{R}(F, G)$ is a free $Z_{p}$-module of rank $\leq h^{2}$, $h=H t(\bar{F})$. (iii) (Iubin) End $N_{R}(F)$ is a commatative $Z_{p}$-order whose quotient field has degree over $Q_{p}$ dividing $h$. Remark: One can in fact show that the rank of $\mathrm{Hom}_{R}(F, G)$ divides h. See below (Corollary 3 to Theorem 4 in 52 ).

A $Z_{p}$-order is a $Z_{p}$-algebra which is free of finite rank as a. $Z_{p}$-module. Recall that we already know $\operatorname{End}_{R}(F)$ to be an integral domain.

Hote that $v$ and ht are in fact valuations on End $\mathrm{R}_{\mathrm{R}}(\mathrm{F})$.
Hence $\frac{h t(f)}{h t[p]_{F}}=\frac{v(f)}{v\left([p]_{F}\right)}=v(f)$. Thus we have the
COROLLARY In $\operatorname{In} d_{R}(F), h t(f)=v(f) . ~ H t(\bar{F})$.

PROOF OF THEOREM I It follows from the Corollary to Prop. 2 that $H_{R} m_{R}(F, G)$ is complete under the v-topology. With respect to the p-adic topology on $Z$ and v-topologies on $\operatorname{End}_{R}(F)$ and $R$,

is a comutative diagram of continuous maps. We may therefore extend $Z \rightarrow \operatorname{Rnd}_{R}(F)$ to make

comutative. Since $\operatorname{Hom}_{R}(F, G)$ is a torsion-free $E_{n} d_{R}(F)$-module (III, 6I, Prop.2), then $\operatorname{Hom}_{R}\left(F, G\right.$ ) is a torsion-free $Z_{p}$-module. If $g \in \operatorname{Im}\left\{Z_{p}+\operatorname{End}_{R}(F)\right\}$, i.e. $D(g) \in Z_{p}$, then for $f \in \operatorname{Hom}_{R}(F, G)$ we have

$$
v(f \circ g)=v(f)+v(D(g)),
$$

where $v(D(g))$ is the p-adic value of $D(g)$.
Now consider End $\mathcal{R}^{(F)}$ and End $\bar{k}(\bar{F})$ with the height filtration, and $Z, Z_{p}$ again with the p-adic topology. We get a diagram of continuous maps

which is commutative when $Z_{p}$ is replaced by $Z$, hence remains comutative now. It now follows that

$$
\operatorname{Hom}_{R}(F, G) \rightarrow \operatorname{Hom}_{\bar{k}}(\bar{F}, \bar{G})
$$

is a homomorphism of $Z_{p}$-modules. But $\operatorname{Hom}_{\underline{E}}(\bar{F}, \bar{G})$ is a free $Z_{p}$-module of rank 0 or rank $h^{2}$ (cf. Lemma 1 , given after this proof). Since ( $\% * \%$ ) is an embedaing (Prop.3), then $H_{R}(F, G)$ is a free $Z_{p}$-module of rank $\leq h^{2}$.

Now ht $(f \circ g)=\operatorname{ht}(\bar{f} \circ \overline{\mathrm{G}})=\mathrm{ht}(\overline{\mathrm{f}})+\operatorname{ht}(\overline{\mathrm{g}})$. But the restriction to $Z_{p}$ of the height function is a valuation equivalent to the p-adic one. Hence $h t$ is a norm on $\operatorname{Hom}_{R}(F, G)$. In view of ( $\%$ ) , $v$ is also a norm on $H_{R}(F, G)$. Trivially, $u_{p}$ is a norm on
$\operatorname{Hom}_{R}(F, G)$. Since all norms are equivalent, then $v$, ht and $u_{p}$ are equivalent.

We know that, to within isomorphism, $Z_{p} \subset \operatorname{End}_{R}(F) \subset \operatorname{End}_{E}(\bar{F})$. Since End-k $(\bar{F})$ is isomorphic to the maximal order of a central division algebra $\mathscr{D}$ of rank $h^{2}$ over $Q_{p}$ (III, $\S 2, T h .3$ ), then the quotient field of $\operatorname{End}_{R}(F)$, which contains $Q_{p}$, is contained in $\mathscr{D}$. But every subfield of a central division algebra over a field is contained in a maximal such subfield, and if $h^{2}$ denotes the rank of the division algebra then every such maximal subfield has degree $h$. This gives the rest of the theorem.

We have still to prove the lemaa promised above, viz., INMA I If $\bar{F}$ is of finite height $h$, then $\operatorname{Hom}_{\mathrm{k}}(\overline{\mathrm{F}}, \overline{\mathrm{G}})$ is a free $z_{p}$-module of rank 0 or $h^{2}$. PROOF If Ht $(\bar{G}) \neq H t(\bar{F})$, then $\operatorname{Hom}_{\bar{k}}(\bar{F}, \bar{G})=0$ (III, 52 , Prop 1, Cor.3). Suppose then that $H t(\bar{G})=H t(\bar{F})=h$. By III, $\$ 2, T h .2$, there exists an isomorphism $\bar{f}: \bar{F} \rightarrow \bar{G}$, and hence $\operatorname{Hom}_{\mathbb{F}}(\bar{F}, \bar{G})=\bar{f} \circ \operatorname{End} \bar{X}_{\bar{F}}(\bar{F})$. The maps $\bar{g} \mapsto \overline{\mathrm{I}} \circ \overline{\mathrm{g}}$ define an isomorphism $\operatorname{End}_{\bar{F}}(\overline{\mathbb{F}}) \rightarrow \operatorname{Hom}_{\overline{\mathrm{F}}}(\overline{\mathrm{F}}, \overline{\mathrm{G}})$ of $Z_{p}$-modules. The lemme now follows from III, §2, Th. 3 .

Suppose now that $L$ is a finite field extension of the quotient field $K$ of $R$, and denote by $S$ the ring of integers of $L$. Then Theorem 1 holds for $S$ substituted in place of R. We denote the quotient fields of $\operatorname{End}_{R}(F)$ and $\operatorname{End}_{S}(F)$ by $\varepsilon_{R}(F)$ and $\varepsilon_{S}(F)$ respectively.

PROPOSITION 4 If $K$ contains all algebraic extensions of $a_{p}$ in $L$
of degree dividing $h$, then $\operatorname{End}_{R}(F)=\operatorname{End}(F)$.

PROOF Since $D:$ End $_{S}(F) \rightarrow S$ is injective (Prop.1, Cor 3), then $\varepsilon_{S}(F)$ is isomorphic to the quotient field $\&$ of $D\left(E_{S} d_{S}(F)\right)$ which is a subfield of $L$. By Theorem 1, $\varepsilon_{S}(F)$ is an algebraic extension of $Q_{p}$ of degree dividing $h$, and by our hypothesis on $K, \mathcal{E} \subset K$. Consider $f \in$ End $_{S}(F)$. We have $f^{\prime}(0)=D(f) \in \mathcal{E}$, and therefore $f^{\prime}(0) \in K$. By Prop. 1, Cor. 2, there exists $g \in$ End $_{K}(F)$ such that $g^{\prime}(0)=f^{\prime}(0)$. Regarding $g$ as being in End $(F)$, then $g^{\prime}(0)=f^{\prime}(0)$ implies $f=g$ (Prop. 1, Cor.2). Therefore $f \in \operatorname{End}_{K}(F) \cap \operatorname{End}_{S}(F)$ $=\operatorname{End}_{R}(F)$.
Note: Let $Q_{Q}^{(h)}$ denote the composite field (inside some algebraic closure ) over $Q_{p}$ of all algebraic extensions of $Q_{p}$ of degree dividing $h$. One knows that the number of these extensions is finite and hence that $\left[Q_{p}^{(h)}: Q_{p}\right]<\infty$. If $K$ does not contain all extensions of $Q_{p}$ of degree dividing $h$, then $K_{Q}^{(h)}$ does.

## 52 The group of points of a formal group $F$

In this section $R$ is a complete discrete valuation ring with quotient field $K$ of characteristic 0 , maximal ideal $y$, and residue class field $k$ of characteristic $p \neq 0$. We assume the $y$-valuation $v$ on $K$ is normalized so that $v(p)=1$.

All formal groups, unless otherwise mentioned, are defined over $R$, and are assumed to be commutative, of dimension 1.
$\overline{\mathrm{K}}$ is the angebraic closure of K . The integers in $\overline{\mathrm{K}}$ (i.e. the elements of the integral closure in $\bar{K}$ of $R$ ) form a local ring $\overline{\mathrm{R}}$ (not Noetherian), i.e. the non-units of $\overline{\mathrm{R}}$ form an ideal which is the
unique maximal ideal $\bar{y}$ of $\bar{R}$. The unique extension to $\bar{K}$ of the valuation $V$ of $K$, will again be denoted by $v$. Note that $\bar{K}$ is not complete.

Suppose $L$ is a finite field extension of $K$, and let $S$ denote the integers in $L$. Take $f \in S\left[\left[X_{1}, \ldots, X_{n}\right]\right]$. Then for $\alpha_{1}, \ldots, \alpha_{n} \in \bar{y}, f\left(\alpha_{1}, \ldots \alpha_{n}\right)$ makes sense and converges in $\bar{R}$ (and if the constant term in $f$ is $0, f\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ lies in $\left.\bar{y}\right)$. Note that $\alpha_{1}, \ldots, \alpha_{n}$ and all the coefficients of $f$ are integers in $L_{1}=L\left(\alpha_{1}, \ldots, \alpha_{n}\right)$, and $L_{1}$, being a finite extension of a complete field $K$, is complete. We then apply $I$. $\S 2$, Theorem 1.

Let now $F$ be a formal group (defined over $R$ ).

PROPOSITION 1 (i) The elements of $\bar{y}$ form an abelian group $F(\bar{R})=P(F)$ under the operation

$$
\alpha^{*} \beta=F(\alpha, \beta),
$$

and $v(\alpha * \beta) \geq \inf \{v(\alpha), V(\beta)\}$. The elements of $P(F)$ of finite order form a subgroup $\Lambda(F)$, the torsion subgroup of $P(F)$.
(ii) $P(F)$ and $\Lambda(F)$ are modules over $r=\operatorname{Gal}(\bar{K} / K)$.
(iii) If $f: F \rightarrow G$ is a homomorphism of formal groups defined over $R$ then the map $\alpha \mapsto f(\alpha)$ is a homomorphism $P(f): P(F) \rightarrow P(G)$. $P$ and $\Lambda$ are covariant functors from the category $\mathscr{G}_{\mathrm{R}}$ to the category of $\Gamma$-modules. In particular $P(F)$ and $\Lambda(F)$ are modules over $\mathrm{End}_{\mathrm{R}}(F)$, and these endomorphisms commute with $\Gamma$.

PROOF (i) If $L / K$ is finite, and $S_{L}$ the valuation ring of $L$, then $F\left(S_{L}\right)$ is defined as in $I$, 53, Theorem $I$ and is an ebelian group. We
have then

$$
P(F)=\lim _{L} F\left(S_{L}\right)=U_{L} F\left(S_{L}\right)
$$

(ii) If $\gamma \in \Gamma$, then $\gamma_{F}(\alpha, \beta)=F\left(\gamma_{\alpha,}, \gamma_{\beta}\right)$, since $F$ is defined over $R$ and its coefficients are therefore fixed by $\gamma$. This part of the proposition is then easily verified.
(iii) If $f: F \rightarrow G$ is a homomorphism defined over $R$, then $f$ maps $\bar{y}$ into itself (since $f$ has zero constant term). Since $f(F(X, Y))=G(f(X), f(Y))$,

$$
f(\alpha \underset{F}{*} \beta)=f(F(\alpha, \beta))=G(f(\alpha), f(\beta))=f(\alpha){ }_{\hat{G}} f(\beta) .
$$

Since ${ }^{\gamma} f(\alpha)=f\left({ }^{\gamma} \alpha\right), f$ cormutes with $\gamma$.
Remark If $F$ is the additive group $G_{a}$, then $P(F)$ is just $\bar{y}$ with the orlinary addition. $\Lambda(F)=0$.

If $F$ is the multiplicative group $G_{m}, G_{m}(X, Y)=X+Y+X Y$, then $P(F)$ is isomorphic to the group $U$ of those units $u$ of $\bar{R}$ for which $u \equiv 1(\bmod \bar{y})$. The isomorphism $P(F) \rightarrow U$ is given by $\alpha \mapsto 1+\alpha_{\bullet}$ $\Lambda(F)$ is isomorphic with the group of $p^{n}$-th roots of unity for all $n$.

An isogeny $f: F \rightarrow C$ is defined to be a non-zero homomorphism defined over $\bar{R}$. Since $f^{\prime}(0)$ is algebraic over $K$ then $f^{\prime}(0)$ lies in some finite extension $L$ of $K$. By Prop. 1 , Cor.2, there exists $\tilde{E} \in \operatorname{Hom}_{L}(F, G)$ such that $g^{\prime}(0)=f^{\prime}(0)$. Since $f, g \in \operatorname{Hom}_{K}(F, G)$, then the same proposition tells us that $f=g$. $f$ is thus defined over $I \cap \overline{\mathrm{R}}$. Hence every isogeny is defined over some finite extension of R . From now on all formal groups to be considered are essumed to be of finite
height, unless otherwise mentioned. THEOREM 1 (Lubin,Serre) Let $f: F \rightarrow G$ be an isogeny. Then (i) the $\operatorname{map} P(f): P(F) \rightarrow P(G)$ is surjective;
(ii) the kernel of $P(f)$ is a finite group of order $p^{\text {ht }(f)}$.

PROOF Let $\mu \in \bar{y}$. Then $f(x)-\mu$ is defined over some finite extension $S$ of R. For the Weierstrass order we have the equation

$$
W-\operatorname{ord}(f(X)-\mu)=W-\operatorname{ord}(f(X))=p^{h t(f)},
$$

and $h t(f)$ is finite by §l, Prop. 3. By the Weierstrass Preparation Theorem (I, 5 , Th.3) therefore,

$$
f(X)-\mu=u(X) \cdot g(X),
$$

where $u(X)$ is an invertible power series and $g(X)$ is a distinguished polynomial:

$$
g(x)=x^{p^{h t(f)}}+\sum_{0 \leq i<p h(f)} g_{i} x^{i}, s_{i} \in y_{S} .
$$

Take $\alpha \in \overline{\mathrm{K}}$ so that $\mathrm{g}(\alpha)=0$. Since the coefficients of g lie in S then $\alpha \in \bar{R}$. As $\xi_{i} \in \bar{y}$, then also $\alpha \in \bar{y}$. But the zeros of $f(X)-\mu$ are precisely the zeros of $g(X)$. Hence we have $f(\alpha)=\mu$ for some $\alpha \in \bar{y}_{\mathbf{y}}$. This proves (i).

For (ii), take $\mu=0$. Now $g(X)$ hes $p^{\text {ht }(f)}$ distinct roots, provided that $g(\alpha)=0$ implies $E^{\prime}(\alpha) \neq 0$. Thus $f(X)=0$ has $p^{h t(f)}$ roots in $\bar{y}$, provided $f(\alpha)=0$ implies $f^{\prime}(\alpha) \neq 0,(\alpha \in \bar{y})$. Differentiating the equation $f(F(X, Y))=G(f(X), f(Y))$ with respect to Y, we obtain

$$
f^{\prime}(F(X, Y)) F_{2}(X, Y)=G_{2}(f(X), f(Y)) \cdot f^{\prime}(Y)
$$

(here, the suffix 2 denotes the derivative with respect to the second variable). Put $X=\alpha, Y=0$. If $f(\alpha)=0$, then
$f^{\prime}(\alpha) F_{2}(\alpha, 0)=G_{2}(0,0) . f^{\prime}(0) .=f^{\prime}(0) \neq 0$ (by $\S 1$, Prop. I, Cor. 2 ). Therefore $F^{\prime}(\alpha) \neq 0$.

The following theorem is really a Corollary of Theorem 1.

THEORTM 2 (Lubin, Serre). (i) $P(F)$ is a divisible group, and the integers prime to $p$ induce automorphisms of $P(F)$.
(ii) $\Lambda(F) \cong\left(Q_{p} / Z_{p}\right)^{(h)}, h=H t(F)$.
( ${ }^{(h)}$ denotes h-fold product)

PROOF (i) For $n$ prime to $p$, i.e. $n$ a unit of $R,[n]_{F}$ is an automorphism of $P$. Hence $P\left([n]_{F}\right)$ is an automorphism of $P(F)$.

Apply Theorem 1 to $f=[p]_{F}^{r}$. The surjectivity of $P\left([p]_{F}^{r}\right): P(F) \rightarrow P(F)$ implies that $P(F)$ is divisible.
(ii) $\Lambda(F)$ is a torsion subsroup of the divisible group $P(F)$ hence divisible. Also $\Lambda(F)$ is p-priraary. Hence $\Lambda(F) \cong\left(Q_{p} / Z_{p}\right)^{(c)}$, where $c=\operatorname{dim}\left\{\operatorname{Ker}[p]_{F}\right\}$. But the cardinality of $\operatorname{Ker}[p]_{F}$ is $p \operatorname{dim\{ \operatorname {Ker}[p]_{F}\} ,~}$ which by Theorem 1 is $p^{h}$. Therefore $c=h$.

For each real number $\rho$, the set $J_{\rho}=\{\alpha \in E \mid v(\alpha)>\rho\}$ is a fractional ideal of $\bar{R}$. If $\rho \geq 0$, then $J_{\rho}$ is an ideal of $\bar{R}$, and in particular, $J_{0}=\bar{y}$. For $\rho \geq 0$, the elements of $J_{\rho}$ form a
subgroup $F\left(J_{\rho}\right)$ of $P(F)$ (Prop.1). (Abuse of Notation).
By 51 , Prop, 1 , there exists a unique isomorphism $\ell_{F}: F \rightarrow G_{a}$, defined over $K$, such that $\ell_{F}^{\prime}(X)$ is defined over $R$ and $\ell_{F}^{\prime}(0)=1$. As before, we denote the inverse of $\ell_{F}$ by $e_{F}$.

THEOREM 3 (Serre) (i) $\ell_{\mathrm{F}}$ converges on $\bar{y} ; e_{\mathrm{F}}$ converges on $J_{1 / p-1}$
(ii) The map $\alpha \mapsto \ell_{F}(\alpha) \quad(\alpha \in \bar{y})$ defines $\approx$ homomorphism $P(F)+\bar{K}^{+}$of $\Gamma$-modules and of Fnd $_{R}(F)$ modules. The sequence $0 \rightarrow \Lambda(F) \rightarrow P(F) \rightarrow \bar{K}^{+} \rightarrow 0$ is exact.
(iii) $\ell_{F}$ and $e_{F}$ define inverse isomorohisms

$$
F\left(J_{I / p-1}\right) \cong J_{1 / p-1}^{+}
$$

(where the group operation on $\mathrm{J}^{+} 1 / \mathrm{p}-1$ is the usual addition). For the proof of Theorem 3 the following lemacis needed.

IENMA I For each real number $\rho>0$, there exists an integer $n=n(\rho, F)$ such that, for all $\alpha \in \mathbb{K}$ with $v(\alpha) \geq \rho$, we have $\nabla\left([p]_{F}^{n}(\alpha)\right)>1 / p=1$.

PROOF We may assume $\rho<I_{\text {s }}$ since otherwise we may take $n=0$. Now $[p]_{F}(X) \equiv p X(\bmod \operatorname{deg} 2)$. If $v(\alpha)>0$, then

$$
[p]_{F}(\alpha)=p \alpha+a^{2} r,
$$

for some $r \in \bar{R}$. Thus if $v(\alpha) \geq \rho$, then

$$
v\left([p]_{F}(\alpha)\right) \geq \inf (1+v(\alpha), 2 \rho) \geq \inf (1,2 \rho) .
$$

We deduce then by induction that

$$
\mathrm{v}\left([\mathrm{D}]_{\mathrm{F}}^{n}(\alpha)\right) \geq \inf \left(1,2^{n} p\right),
$$

and we then choose $n$ so that $2^{n} \rho>1 / p-1$.
PROOF OF THEOREM 3 Write $\ell_{F}(X)=\sum_{n=1}^{\infty} a_{n} X^{n}$. Since $\ell_{F}^{\prime}$ is defined over $R$ and $2!(0)=1$, then $v\left(n a_{n}\right) \geq 0$ and $a_{1}=1$. We thus have $\nabla\left(a_{n}\right) \geq-v(n)$. Put $n=p^{\sigma(n)}$; then $v(n) \leq \sigma(n)$. Now
$v\left(a_{n} \alpha^{n}\right)=n v(\alpha)+v\left(a_{n}\right) \geq p^{\sigma(n)} v(\alpha)-v(n) \geq p^{\sigma(n)} v(\alpha)-\sigma(n)$, which tends to $\infty$ as $n \rightarrow \infty$, provided that $v(\alpha)>0$. Hence $\ell_{F}(\alpha)$ converges if $v(\alpha)>0$.

$$
\text { Write } e_{F}(x)=\sum_{n=1}^{\infty} b_{n} x^{n} \cdot \text { Choose } \beta \in \bar{R} \text { so that } v(\beta)=I / p-1 \text {, }
$$ e.g. $\beta^{p-1}=p$. Then

$$
v\left(a_{n} \beta^{n-1}\right) \geq \frac{n-1}{p-1}-v(n)
$$

which is $\geq 0$ when $v(n)=0$. If $v(n)>0$ we continue

$$
\begin{gathered}
\frac{n-1}{p-1}-v(n) \geq \frac{p^{v(n)}-1}{p-1}-v(n) \\
=1+p+p^{2}+\cdots+p^{v(n)-1}-v(n) \geq 0 .
\end{gathered}
$$

Therefore $\left(\beta^{-1} 。 \ell_{F} \circ \beta\right)(X)=\sum_{n=1}^{\infty} a_{n} \beta^{n-1} X^{n}$ has coefficients in $\bar{R}^{\prime}$, and leading coefficient 1. Its inverse under composition

$$
\left(\beta^{-1} \circ e_{F} \circ \beta\right)=\sum_{n=1}^{\infty} b_{n} \beta^{n-1} x^{n},
$$

is thus also a power series with integral coefficients and leading coefficient 1. Hence $v\left(b_{n} \beta^{n-1}\right) \geq 0$. Take $\alpha \in J_{1 / p-1}$, i.e., such that
$v(\alpha)>1 / p-1$. Then

$$
\begin{aligned}
& v\left(b_{n} \alpha^{n}\right)=v\left(b_{n} \beta^{n-1} \quad\left(\frac{\alpha}{\beta}\right)^{n-1} \alpha\right) \\
= & v\left(b_{n} \beta^{n-1}\right)+v\left(\left(\frac{\alpha}{\beta}\right)^{n-1}\right)+v(\alpha) \rightarrow \infty \quad \text { as } n \rightarrow \infty
\end{aligned}
$$

since $v\left(\frac{\alpha}{\beta}\right)>0$. Thus $e_{F}(\alpha)$ converges if $\alpha \in J_{I / p-1}$. Moreover $v\left(b_{n} \alpha^{n}\right)>v(\alpha)$, if $n>1$. Therefore $e_{F}(\alpha)=\alpha+\alpha^{\prime}$ where $v\left(\alpha^{\prime}\right)>v(\alpha)$. Hence we deduce that, if $\alpha \in J_{1 / p-1}$, then $v\left(e_{F}(\alpha)\right)=v(\alpha)$. Similarly, if $\alpha \in J_{1 / p-1}$, then $v\left(l_{F}(\alpha)\right)=v(\alpha)$. The maps $\alpha \mapsto e_{F}(\alpha)$ and $\alpha \mapsto l_{F}(\alpha)$ thus define inverse bijections $J_{1 / p-1} \rightarrow J_{1 / p-1}$. Under $l_{F}$ therefore the subgroup of points $F\left(J_{1 / p-1}\right)$ becomes isomorphic to the additive group of $J_{1 / p-1}$, and the inverse isomorphism is given by $e_{F}$. We have thus established ( $i$ ) and (iii). Since $\bar{K}^{+}$is torsion free, then $\Lambda(F) \subset$ Ker $\ell_{F}$. Let $\alpha \in \operatorname{Ker} \ell_{F}$. By Lema 1, $[p]_{F}^{n}(a) \in F\left(J_{1 / p-1}\right)$ for some integer $n>0$. Since $\ell_{F}\left([p]_{F}^{n}(\alpha)\right)=0$, then by (iii), $[p]_{F}^{n}(\alpha)=0$. Therefore $\alpha \in \Lambda(F)$. Thus in fact Ker $\ell(F)=\Lambda(F)$.

Suppose $a \in \bar{K}^{+}$. Since $\bar{K}^{+} / J_{1 / p-1}$ is a torsion module, then $p^{m} a \in J_{1 / p-1}$ for some $m$. Thus by (iii) there exists $a \in J_{1 / p-1}$ such that $\ell_{F}(\alpha)=p^{\text {ma }}$. But $P(F)$ is divisible (Theorem 2) so there exists $\beta \in P(F)$ such that $[p]_{F}^{m}(\beta)=\alpha$. Since $p^{m} \ell_{F}(\beta)=p^{m}$, then $\ell_{F}(\beta)=$ a. We have thus shown that $\ell_{F}: P(F) \rightarrow \bar{K}^{+}$is surjective and so that the sequence $0 \rightarrow \Lambda(F) \rightarrow P(F) \rightarrow F^{+} \rightarrow 0$ of Eroups is exact.

Since $\ell_{F}$ is defined over $K$ this is a sequence of $\Gamma$-modules. If $f \in \operatorname{In} d_{R}(F)$, then both $\ell_{F} \circ f$ and $f^{\prime}(0) \circ \ell_{F}$ are homomorphisns $F \rightarrow G_{a}$ with derivative $f^{\prime}(0)$ at 0 . They therefore coincide. From
the commatative diagram

we deduce that $P(F) \rightarrow \bar{K}^{+}$is a homomorphism of $\operatorname{End}_{R}(F)$ - modules. The following theorem is a converse of Theorem l. It shows that every finite subgroup of $\Lambda(F)$ axises as the kernel of some isogeny.

THEOREI 4 (Lubin) Let $\Phi$ be a finite subgroup of $\Lambda(F)$. Let L be the fixed field of the stabilizer of $\Phi$ in $G a l(\bar{K} / K)$, and let $S$ denote the integers of $L$. Then there exists a formal group $G$ and an isogeny $f: F \rightarrow G$, both defined over $S$, so that
(i) Ker $f=\Phi$, (we write Ker $f$ for $\operatorname{Ker} P(f)$ ),
(ii) If $g: F \rightarrow H$ is an isogeny with Ker $g \supset \Phi$, then there exists a unique isogeny $h: G \rightarrow H$ such that $G=h \circ f$. If $g$ and $H$ are defined over the integers $S_{1}$ of some finite extension $L_{1}$ of $L$ then so is $h$.

COROLLARY I If there exists an isogeny $F \rightarrow G$ defined over some $S_{1}$, then there also exists an isogeny $G \rightarrow F$ defined over $S_{1}$. OF
PROOF/COROLLARY I If $f: F \rightarrow G$ is an isogeny, then suppose the exponent of Ker $f$ is $p^{r}$. Then Ker $f \subset \operatorname{Ker}[p]_{F}^{r}$. By Theorem 4
there exists an isogeny $h: G \rightarrow F$ such that $h \circ f=[0]_{F}^{r}$, and $h$ is defined over $S_{1}$.

COROLTARY 2 Either $\operatorname{Hom}_{S}(F, G)=0$, or $\operatorname{Hom}_{S}(F, G)$ as an End $(F)$-module is isomorphic to a non-zero ideal of $\operatorname{End}_{S}(F)$, and as an $\operatorname{End}_{S}(G)$-module is isomorphic to a non-zero ideal of $\mathrm{End}_{S}(G)$.

PROOF Suppose $\mathrm{Hom}_{S}(F, G) \neq 0$. By Cor. I, there exists an isogeny $g: G \rightarrow F$ over $S$. The map $f \mapsto g \circ f$ is an injective homomorphism $\operatorname{Hom}_{S}(F, G) \rightarrow \operatorname{End}_{S}(F)$ of $\operatorname{End}_{S}(F)$-modules, whose image is a non-zero ideal. Analogously for the map $f \mapsto f \circ g$.

COROLIARY 3 If $\operatorname{Hom}_{S}(F, G) \neq 0$ then
(i) the quotient fields of $D\left(\operatorname{End}_{S}(F)\right)$ and of $D\left(\right.$ End $\left._{S}(G)\right)$ coincide;
(ii) the rank of $\operatorname{Hom}_{S}(F, G)$ over $Z_{p}$ is the rank of $\operatorname{End}_{S}(F)$ (and of $\left.\operatorname{End}_{S}(G)\right)$.

PROOF (ii) follows immediately from Corollary 2 and from the fact that any non-zero ideal of an integral domain $I$, which is a $Z_{p}$-order, has the same $Z_{p}$-rank as $I$.

For (i) write $E_{F}=D\left(\operatorname{End}_{S}(F)\right), H=\operatorname{Hon}_{S}(F, G), T_{F}=\operatorname{End}_{E_{F}}$ (H), and let $L_{F}$ be the quotient field of $\mathrm{E}_{\mathrm{F}}$ (viewed as a subfield of K ). Define similarly $E_{G}, T_{G}$ and $L_{G}$. By Corollary 2, $H$ is isomorphic to a non-zero ideal of the integral domain $E_{F}$, and therefore $T_{F}$ is a subring of $I_{F}$, containing $E_{F}$, Clearly $E_{G} \subset T_{F}$, hence $L_{G} \subset I_{F} \bullet$ Similarly $I_{F} \subset I_{G}$.

For the proof of Theorem 4 we shall need some lemmas. If $A$ is a complete local ring (this always to imply that it is

Hausdorff) then so is $A[[X]]$. We write $m$ for the maximal ideal and $w$ for the associated filtration of the latter ring. If $T \in m$, $T \notin A$, then we may view $A[[T] I$ as a subring of $A[[X]]$.

LENMA 2 Suppose that $X$ is a root of the polynomial in $U$

$$
P(U)=U^{n}-\sum_{i=1}^{n-1} p_{i} U^{i}
$$

with coefficients in $A[[T]]$, and so that

$$
w\left(p_{i}\right) \geq n-i
$$

Then $A[[X]]$ is generated as an $A[[T]]$-module by $I, X, \ldots, X^{n-1}$.

PROOF For each non-negative integer $m$ and for $i=0,1, \ldots, n-1$, there are unique elements $r_{m, i}$ in $A[[T]]$, so that in $A[[T]][U]$

$$
U^{m}=\sum_{i=0}^{n-1} r_{m, i} U^{i} \quad(\bmod P(U))
$$

Here $r_{m, i}=\delta_{m, i}$ when $m \leq n-1$, and $r_{n, i}=p_{i}$. Thus, for $m \leq n$, $v\left(r_{m, i}\right) \geq m-i$. For $m>n$ one easily establishes the same inequality by induction, using the iteration formulae for the $r_{m, i}$. Hence if $a_{m} \in A$, the series $\sum_{m=0}^{\infty} \varepsilon_{m} r_{m, i}$ converges under the W-topology and hence

$$
\sum_{m=0}^{\infty} a_{m} x^{m}=\sum_{i=0}^{n-1}\left(\sum_{m=0}^{\infty} a_{m m, i} r\right) \quad x^{i},
$$

as we were required to show.
Recall now (cf. I, 52, Th.I) that if $B$ is a commutative ring containing $A$, complete under some filtration $u$, and if $\beta \in B$,
$u(\beta)>0$ then there is a unique continuous homomorphism of rings

$$
\theta: A[[X]], \text { order } \rightarrow B, u
$$

with $\theta(X)=\beta$, which leaves $A$ elementrise fixed. Let in particular $B=A[[X]], u=w$. Then the resulting $\theta$ is continuous also for the w-topology.

Let now $F$ be a formal group (cormutative, of dimension 1) defined over $A$, and let $\phi \in m_{A}$ (the maximal ideal of $A$ ). Then by the preceding argument we obtain a continuous automorphism $\theta_{\phi}$ of $A[[x]]$ over $A$ which maps $X$ into $F(X, \phi)$. Let $F(A)$ be the group of points, i.e. of elements of $m_{A}$ under the product $\alpha^{*} \beta=F(\alpha, \beta)$. If $\phi^{-1}$ is the inverse of $\phi$ in $F(A)$ then $\theta_{\phi-1}$ is the inverse automorphism of $\theta_{\phi}$. Hence $\theta_{\phi}$ is bicontinuous. The map $\phi+\theta_{\phi}$ is then an injective homomorphism of $F(A)$ into the bicontinuous automorphism group of $A[[x]] / A$. Let now 9 be a finite subgroup of $F(A)$, and suppose that $A$ is an integral domain.

Lema 3 The fixed ring of $\Phi$ in $A[[x]]$ is $A[[T]]$, where $T=\prod_{\Phi} F(X, \phi)$. PROOF We consider the Weierstress order in $U$ on the power series ring $A[[T]][[U]]$. We have, with $n=\operatorname{card} \Phi$,

$$
\begin{aligned}
W \operatorname{ord}\left(\prod_{\Phi} F(U, \phi)-T\right) & =W \operatorname{ord}\left(\operatorname{M}_{\phi} F(U, \phi)\right) \\
=\sum_{\phi} W \operatorname{ord} F(U, \phi) & =n
\end{aligned}
$$

as $W$-ord $F(U, \phi)=1$. Therefore, by the Weierstrass Preparation Theorem ( $\mathrm{I}, \mathrm{sI}, \mathrm{Th} .3$ )

$$
\prod_{\Phi} F(U, \phi)-T=P(U) \cdot Q(U),
$$

where $P(U)$ is a monic polynomial in $U$ of degree $n$ over $A[[T]]$ and $Q(U)$ is an invertible power series in $U$. Clearly the $F(X, \phi)$ and so in particular $\mathrm{X}=\mathrm{F}(\mathrm{X}, 0)$ are roots of $\prod_{\Phi} F(\mathrm{U}, \phi)-\mathrm{T}$, hence of $P(U)$. Counting degrees and number of roots we see that
(I) $\quad P(U)=\prod_{\Phi}(U-F(X, \phi))$.

Thus $P(U)$ satisfies the conditions of Lerma 2, and hence
(2) $A[[X]]$ is generated by $1, X, \ldots, x^{n-1}$ as an $A[[T]]$ module.

How let

$$
\begin{aligned}
E & =\text { quotient field of } A[[\mathrm{X}]], \\
E_{0} & =\text { quotient field of } \mathrm{A}[[\mathrm{~T}]] . \\
E_{I} & =\text { fixed field of } \Phi \text { in } \mathrm{E} .
\end{aligned}
$$

Then

$$
\text { (3) } E_{0} \subset E_{1} \text {, }
$$

and by Galois theory
(4) $[E: E]=n$.

But by (2), $E$ is generated over $E_{0}$ by $I, X, \ldots, X^{n-1}$. In view of (3), (4) it follows firstly that $E_{0}=E_{1}$, and secondly that the $1, X, \ldots, X^{n-1}$ are independent over $E_{0}$. Thus $P(U)$ is irreducible over $E_{0}$. By (2) therefore $A[[X]]$ is a free $A[[T]]$-module on $1, X, \ldots, X^{n-1}$, i.e., every element $a$ of $A[[X]]$ has a unique representation in the form

$$
\begin{equation*}
\alpha=\sum_{i=0}^{n-1} a_{i} x^{i}, \quad a_{i} \in A[[T]] . \tag{5}
\end{equation*}
$$

Suppose now that $\alpha$ is fixed under $\Phi$, i.e., in $E_{1}$. As $E_{0}=E_{1}$ and as (5) is the representation of $\alpha$ as an element in terms of a basis over $E_{0}$, it follows that $\alpha=a_{0} \in A[[T]]$. Thus $A[[\mathrm{X}]] \cap \mathrm{E}_{1} \subset \mathrm{~A}[[\mathrm{~T}]]$. The opposite inclusion is trivial.

PROOF OF THEOREM 4 Let $L^{\prime}=K(\Phi)$, and let $S^{\prime}$ denote the integers of $L^{\prime}$. Then $f(X)=\prod_{\Phi} F(X, \phi)$ is a power series over $S^{\prime}$ with vanishing constant term. For $\psi \in \Phi, f(\psi)=\Pi \mathrm{F}(\psi, \phi)=0$. Therefore Ker $f \geq \Phi$. Also, if $\alpha \in P(F)$ and $f^{\Phi}(\alpha)=0$, then $\bigcap_{\Phi} F(\alpha, \phi)=0$. This means that $F(\alpha, \phi)=0$ for some $\phi \in \Phi$, and $\alpha$ is the inverse of $\phi$ under + . Hence $\alpha \in \Phi$. Thus we have shown that Ker $f=\Phi$.

Let $A=S^{\prime}[[X]]$, and define $f^{*}(Y)=f(F(X, Y)) \in A[[Y]]$.
Then

$$
f^{*}(Y)=\prod_{\phi} F(F(X, Y), \phi)=\prod_{\phi} F(X, F(Y, \dot{\phi})) .
$$

For $\psi \in \varnothing, f^{\# \#}(Y)=\prod_{\Phi} F(F(X, F(Y, \psi)), \phi)$

$$
=\prod_{\Phi} F(F(X, Y), F(\psi, \phi))=f^{* \prime}(Y) .
$$

By Lerma 3, the fixed ring of $A[[y]]$ under $\Phi$ is $A[[f(Y)]]$. Hence $f^{*}(Y) \in A[[f(Y)]]=S^{\prime}[[f(Y), X]]=B[[X]]$, where $B=S^{\prime}[[I(Y)]]$. Consider $f^{* *}(X)=\prod_{\Phi} F(F(X, Y), \phi)$. This is fixed under the action of $\Phi$ on $B[[X]]$ given by $X^{\phi}=F(X, \phi)$. We may apply the lema again, and deduce that the fixed ring of $B[[x]]$ under $\Phi$ is
$B\left[[f(X)] I=s^{\prime}[[f(X), f(Y)]]\right.$.
Now we sum up : $f\left(F(X, Y)=f^{*}(Y)\right.$, when considered as a power series in $Y$ over $A=S^{\prime}[[X]]$, and we saw that
$f^{*}(Y) \in A[[f(Y)]]=B[[X]]$, where $B=S^{\prime}[[f(Y)]]$. Thus $f\left(F(X, Y)=f^{* *}(X)\right.$ is an element of $B[[f(X)]]=S^{\prime}[[f(X), f(Y)]]$. Hence there exists $G(X, Y) \in S^{\prime}[[X, Y]]$ so that

$$
\begin{equation*}
f(F(X, Y))=G(f(X), f(Y)) \tag{6}
\end{equation*}
$$

Now $f^{\prime}(X)=\sum_{\psi}^{\prime}\left\{F^{\prime}(X, \psi) \prod_{\phi \neq \psi} F(X, \phi)\right\}$. We put $X=0$ and observe that $0 \in \Phi$, and we get $f^{\prime}(0)=F^{\prime}(0,0) ~\left\lceil\phi \neq 0\right.$. Thus, working over $L^{\prime}$. we conclude that
(7) $\quad G=f \circ F \circ f^{-l}$
is a formal group.
Let $\Delta$ be the stabilizer of $\Phi$ in $\operatorname{Gal}(\mathbb{K} / \mathrm{K})$. As $\Phi$ is finite, this is a subgroup of finite index, whose fixed field we denoted by I. If $\delta \in \Delta$, then $f(X) \delta=\prod_{\Phi} F(X, \phi \delta)=\prod_{\Phi} F(X, \phi)=f(X)$. Thus $f(X)$ is defined over $L$, and by (7), so is G. Thus finally $G$ is a formal group defined over $S=S^{\prime} \cap L$ and $f$ is an isogeny $F \rightarrow G$ defined over $S$ so that Ker $f=\Phi$. We have thus established (i).

Let now g : $F \rightarrow H$ be an isogeny with Ker $g \supset \Phi$, defined over the ring $S_{1}$ of integers in some finite extension $L_{1}$ of $K$. We may suppose that $L_{1} \supset L^{\prime}$. We see that for $\phi \in \Phi$

$$
g^{\phi}(X)=G(F(X, \phi))=H(g(X), G(\phi))=H(g(X), 0)=g(X) .
$$

Thus $g(X)$ lies in the fixed ring of $\Phi$ in $S_{1}[[X]]$, i.e., $g(X)=h(f(X))$
by Lemma 3, with $h(X) \in S_{1}[[X]]$. As $g(X)$ has no constant term, neither has $h(X)$. One now verifies easily that $h$ is an isogeny $G \rightarrow H$.

## \$3 Division and Rational Points.

$y, R, K, v, \bar{y}, \bar{R}, \bar{K}$ etc., are as in $52 . \quad I$ is a field between $K$ and $\bar{K}, S$ is the domain of integers of $L$, i.e., $S=\{\alpha \in L \mid v(\alpha) \geq 0\} \quad-\quad \Omega=\operatorname{GaI}(R / L)$.

Let $F$ be a formal group over $R$, whose reduction mod $y$ is of finite height. Write

$$
\begin{aligned}
& P(F, I)=P(F) \cap L, \\
& \Lambda(F, I)=\Lambda(F) \cap L
\end{aligned}
$$

(subgroups of points, and of torsion points in L). Let moreover $Q(F, I)$ be the subgroup of $P(F)$ of points $\alpha$ which are of finite order mod $I$, i.e., for which $[p]_{F}^{n}(\alpha) \in L$ for sufficiently large n. Thus $R(F, L) / P(F, I)$ is the torsion group of $P(F) / P(F, L)$.

THEOREM I $l_{F}$ gives rise to a commutative diagram with exact rows of homomorphisms of $\operatorname{Fn}_{R}(F)$-modules.

$$
\prod_{0 \rightarrow \Lambda(F, I) \rightarrow P(F, I) \rightarrow I^{\lambda}+H^{I}(\Omega, \Lambda(F)) \rightarrow H^{I}(\Omega, P(F)) \rightarrow 0}^{0 \rightarrow R(F, L) \rightarrow L^{+} \rightarrow 0}
$$

COROLIARY We get an exact sequence

$$
0 \rightarrow \Lambda(F) / \Lambda(F, L) \rightarrow R(F, I) / P(F, I) \rightarrow I^{+} / I m \lambda \rightarrow 0
$$

## PROOF OF THE COROLLARY Immediate.

PROOF In view of 52 , Theorem 3, we get an exact sequence
$0 \rightarrow H^{0}(\Omega, \Lambda(F)) \rightarrow H^{0}(\Omega, P(F)) \rightarrow H^{0}\left(\Omega, F^{+}\right) \rightarrow H^{\beth}(\Omega, \Lambda(F)) \rightarrow H^{\beth}(\Omega, P(F)) \rightarrow H^{\beth}\left(\Omega, \bar{K}^{+}\right)$.
But $H^{I}\left(\Omega, \bar{K}^{+}\right)=0$. We thus get the top row of the diagram. Note also that $\lambda$ is given by the restriction of $\ell_{F}$. It is clear that the cohomology groups are $\operatorname{End}_{R}(F)$-modules, as the operation of $\operatorname{End}_{R}(F)$ on $P(F)$ and on $\bar{K}^{+}$commutes with the Galois group ( $K^{+}$is on $E_{n d}(F)$-module via the map $\left.\operatorname{End} d_{R}(F) \rightarrow R \rightarrow E\right)$. The proof of the theorem will be complete once we have shown that $\ell_{F}(\alpha) \in L^{+}$if and only if $\alpha \in \mathscr{R}(F, I)$. Here we use

LEMMA I Let $f$ be an isogeny $F \rightarrow G$ defined over $S$, and $\alpha \in P(F)$. Then $f(\alpha) \in P(G, L)$ if and only if, for all $\omega \in \Omega_{,}{ }^{\omega}{ }_{\alpha} \mathcal{F}^{\alpha} \in \operatorname{Ker} P(f)$. ( $\bar{F}$ is the difference in $P(F)$ ).

Taking the lemaa for granted at the moment we note that if $\alpha \in \mathscr{R}(F, L)$ then $[p]_{F}^{n}(\alpha) \in L$ for some $n$, hence for that $n$ and for all $\omega$ also $[p]_{F}^{n}\left({ }^{\omega} \alpha_{F} \alpha\right)=0$, i.e., $\omega_{\alpha}{ }_{F} \alpha \in \Lambda(F)=\operatorname{Ker} \ell_{F}$. Thus ${ }^{\omega} \ell_{F}(\alpha)=\ell_{F}\left({ }^{\omega} \alpha\right)=\ell_{F}(\alpha)$. In other words $\ell_{F}(\alpha) \in I^{+}$. Conversely, $\ell_{F}(\alpha) \in L^{+}$implies that $\omega_{\alpha_{F}} \alpha \in K e r \ell_{F}$ for all $\omega$. But there are only $a$ finite number of elements ${ }^{\omega} \alpha_{F} \alpha$. Hence for all $\omega$ and for some $n$, $\omega_{\alpha_{F}} \alpha \in \operatorname{Ker}[p]_{F}^{n}$. This implies that $[p]_{F}^{n}(\alpha)={ }^{\omega}[p]_{F}^{n}(\alpha)$ for all $\omega$, i.e., $[p]_{F}^{n}(\alpha) \in L$, whence $\alpha \in \mathscr{R}(F, I)$.

PROOF OF LFPMA $1 \quad f(\alpha) \in P(G, I)$

$$
\begin{aligned}
& \Leftrightarrow \omega_{f}(\alpha)_{\bar{C}} f(\alpha)=0 \text { for all } \omega \\
& \Leftrightarrow f\left({ }^{\omega} \alpha_{\Gamma} \alpha\right)=0 \text { for all } \omega \text {. }
\end{aligned}
$$

SUGGESIION In the following discussion (Theorem 2 and 3) consider the particular case when $F=G_{m}$ and its relation to Kummer theory.

In the next theorem $A^{c}$ stands for the product of $c$ copies of a group A. $h$ is the height of $F$.

THEORES 2 $\Lambda(F) / \Lambda(F, I) \cong\left(Q_{p} / Z_{p}\right)^{C_{1}}$,

$$
\begin{aligned}
L^{+} / \operatorname{Im} \lambda & \cong\left(Q_{p} / Z_{p}\right)^{c_{2}}, \\
\mathcal{R}(F, L) / P(F, L) & \cong\left(Q_{p} / Z_{p}\right)^{c}, \quad c=c_{1}+c_{2} .
\end{aligned}
$$

Here $c_{1} \leq h$, and if the valuation on $L$ is discrete $c_{1}=h$. $c_{2} \leq\left[L: Q_{0}\right]$ (the degree), and if the valuation on $I$ is discretee $c_{2}=\left[\begin{array}{lll}L & Q_{0}\end{array}\right]$.

COROLTARY If $L$ is algebraic of finite degree over $Q$ then

$$
R(F, I) / P(F, I) \cong\left(Q_{p} / Z_{p}\right)\left[I: Q_{p}\right]+h
$$

## PROOF OF THE COROLTARY Imediate.

PROOF The groups $\Lambda(F), \mathscr{R}(F, L)$ and $\mathrm{L}^{+}$are divisible. Hence the same is true for their respective quotient groups. Moreover $\mathscr{R}(F, I) / P(F, L)$ is a p-primary torsion group, by definition. Hence it is of the form $\left(Q_{p} / Z_{p}\right)^{c}$. The other two isomorphisms and the equation $c=c_{1}+c_{2}$ now follow from the Corollary to Theorem 1 . Clearly $c_{2}$ cannot exceed the dimension $\left[I: Q_{1}\right]$ of the $Q_{p}$-space $L$. On the other hand the isomorphism $\Lambda(F) \cong\left(Q_{p} / Z_{p}\right)^{h}$ implies that $c_{I} \leq h$. Moreover if $\Lambda(F, I)$ is finite then $c_{I}=h$.

Suppose now that the veluation of $L$ is discrete. Let $\rho$ be the least properly positive value of $v$ on $L$, and apply 52 , Lemma 1 with this $\rho$. This yields a positive integer $n$, so that $[p]_{F}^{n}(\alpha) \in J_{1 / p-1}$ whenever $v(\alpha) \geq \rho$. Thus

$$
[p]_{\Gamma}^{n}(\Lambda(F, L)) \subset J_{1 / p-1} \cap \operatorname{Ker} \ell_{F} .
$$

By 52, Theorem 3, the latter group is null. In other words $\Lambda(F, I) \subset \operatorname{Ker}[p]_{F}^{n}$ and hence is finite. Thus in fact $c_{I}=h$. Let $\ell_{F}(X)=\sum_{n=1}^{\infty} a_{n} x^{n}$. We already know that $v\left(a_{n}\right) \geq-v(n)$. If the valuation of $I$ is discrete, and $\rho$ is as above then for all $\alpha \in P(F, L)$,

$$
v\left(\ell_{F}(\alpha)\right) \geq \inf _{n} v\left(a_{n} \alpha^{n}\right) \geq \inf _{n} n v(\alpha)-v(n) \geq k,
$$

where $k=\inf _{n}\{n p-V(n)\}>-\infty$. Thus $V(\operatorname{Im} \lambda) \geq t$ for some integer $t$, i.e., the fractional ideal $y^{t}$ contains $\operatorname{Im} \lambda$, and so we have a surjection

$$
L^{+} / \operatorname{In} \lambda \rightarrow I^{+} / y^{t} \cong\left(Q_{p} / Z_{p}\right)^{\left[I: Q_{p}\right]},
$$

whence $c_{2} \geq\left[\begin{array}{l}L\end{array} Q_{p}\right]$, i.e., $c_{2}=\left[I: Q_{p}\right]$.

Let now $\Phi$ be a subgroup of $\Lambda(F, L)$. Define $\gamma_{y_{\phi}}=$ set of isogenies $g$ over $S$ originating from $F$ (i.e., $G: F \rightarrow G$ for some $G$ ), so that Ker $P(E) \subset \Phi$.

$$
R_{\phi}=\text { set } 0 \text { a } a \in P(F) \text {, so that for some } E \in \mathscr{G}, g(a) \in L \text {. }
$$

Hote that $\mathscr{R}_{\Phi}$ is a subgroup of $P(F)$. For suppose $g_{1}: E_{2} \in \mathcal{F}_{\Phi}$, $g_{1}\left(a_{1}\right) \in L, \quad g_{2}\left(a_{2}\right) \in L$. Then the subgroup of $\Lambda(F)$ generated by

Ker $P\left(g_{1}\right)$ and Ger $P\left(g_{2}\right)$ is finite, hence of form Ger $P(f)$ where $f=f_{1} \circ g_{1}=f_{2} \circ g_{2}$. As Ger $P(f) \subset \varnothing$ we may suppose $f_{,} f_{1}$ and $f_{2}$ to be defined over $S$. Now we see that $f \in \gamma_{\Phi}$, say $f: F \rightarrow G$. On the other hand $f\left(a_{1} F a_{2}\right)=f_{1}\left(g_{1}\left(a_{1}\right)\right)_{G} f_{2}\left(g_{2}\left(a_{2}\right)\right) \in L$, as $f_{i}\left(g_{i}\left(a_{i}\right)\right) \in I$.

THEOREM 3 (i) We have a commutative diagram with exact rows

( How $_{c}=$ continuous homomorphisms).

$$
\text { (ii) Define for } a \in R_{\Phi}, \omega \in \Omega \text {, }
$$

$$
\theta(a \underset{F}{+} \Phi)(\omega)=\langle a, \omega\rangle
$$

Then

$$
\begin{aligned}
& \langle a, \omega\rangle=0 \text { for } a 11 \omega \Longleftrightarrow a \in P(F, I), \\
& \langle a, \omega\rangle=0 \text { for } \omega a \Longleftrightarrow \omega \text { leaves } I\left(R_{\Phi}\right) \text { elementwise fixed. }
\end{aligned}
$$

Note: The last result gives a perfect pairing

$$
\mathfrak{R}_{\Phi} / P(F, I) \times \operatorname{GaI}\left(I\left(\mathscr{R}_{\Phi}\right) / L\right) \rightarrow \Phi
$$

Unfortunately this does not in general allow us to determine $\operatorname{Gal}\left(L\left(\mathscr{R}_{\Phi}\right) / I\right)$ uniquely. But we evidently have

COROLLARY $G a l\left(L\left(R_{\Phi}\right) / L\right)$ is an Abelian pro p-group. If is is finite, then the exponkent of $\operatorname{Gal}\left(I\left(\mathscr{R}_{\Phi}\right) / L\right)$ is finite and divides that of $\Phi$.

PROOF OF THEOREM 3 The diagram comes from the diagram

$$
\begin{aligned}
& 0 \rightarrow \Phi \rightarrow P(F) \rightarrow P(F) / \Phi \rightarrow 0 \\
& 0 \rightarrow \Lambda(F) \rightarrow P(F) \rightarrow \frac{\downarrow}{\bar{K}} \rightarrow 0
\end{aligned}
$$

on taking cohomology, provided that we show that
(i) $H^{\beth}(\Omega, \Phi)=\operatorname{Hom}_{c}(\Omega, \Phi)$, which is true as $\Omega$ acts trivially on $\Phi$, and
(ii) $H^{0}(\Omega, P(F) / \Phi)=\mathscr{R}_{\Phi} / \Phi$,
i.e., $\omega_{a_{\bar{F}}} a \in \Phi$ for all $\omega \Longleftrightarrow a \in \mathbb{R}_{\Phi}$.

Now if $a \in \mathbb{R}_{\Phi}$, then by Lema $l^{\prime}{ }^{\omega} \varepsilon_{F} a \in \operatorname{Ker} P(g)$ for some $g \in$ 为, $_{\Phi}$ i.e., ${ }^{\omega} a_{F} a \in \Phi$, for $8.11 \omega$. Conversely, if $\omega_{a}{ }_{F} a \in \Phi$ for all $\omega_{\text {s }}$ then these elements (finite in number) lie in a finite subgroup of $\Phi$, i.e., in $\operatorname{Ker} P(g)$ for some $g \in \mathscr{R}_{\Phi}$. Hence by Lemma $I, a \in R_{\Phi}$.

Note that $\langle a, \omega\rangle=\omega_{a_{F}}$ a for the proof of the second part of the theorem.

SPECIAL CASE Now let $f: T \rightarrow G$ be a fixed isogeny over $S$ and let $\Phi=\operatorname{Ker} P(f)$. Then $\mathbb{R}_{\Phi}=[a \in P(F) \mid f(a) \in I]$, $f$ defines $a$ homomorphism $P(f, I): P(F, L) \rightarrow P(G, I)$ and we have
(\#) Coker $P(f, L) \cong \mathscr{R}_{\phi} / P(F, L) \cong \operatorname{Im} \theta$.
The second isomorphism follows from Theorem 3, the first from the comutative diagram with exact rows

From (\#) we get a homomorphism $\bar{\theta}$, the composition

$$
P(G, L) \rightarrow \operatorname{Coker} P(f, L) \rightarrow \operatorname{Hom}_{c}(\Omega, \phi)
$$

Explicitly this is given by the usual construction of Kumer theory : Let $b \in P(G, L)$. Choose a so that $f(a)=b$. Then

$$
\bar{\theta}_{b}(\omega)=\omega_{a} a_{0}
$$

Write

$$
\bar{\theta}_{b}(\omega)=\{b, \omega\} .
$$

We derive a pairing

Coker $P(f, L) \times \operatorname{Gal}\left(I\left(\mathscr{R}_{\Phi}\right) / L\right) \rightarrow \operatorname{Ker} P(f)=\Phi$,
with zero kemnels.
If $L$ is a local field we can use the symbol $\{b, \omega\}$ and the norm residue symbol to define a symbol

$$
[b, c] \in \operatorname{Ker} P(f), b \in P(G, I), c \in L^{*} .
$$

All this applies in particular to $f=[p]_{F}$, assuming $\operatorname{Ker} P\left([p]_{F}\right) \subset \Lambda(F, L)$. Then we can determine the group $\mathcal{R}_{\Phi} / P(F, L)$ in ( $\%$ ). In fact this is the kernel of $p$ in the group $\mathscr{R}(F, I) / P(F, I)$. Hence by Theorem 2, we get : If the valuation on $I$ is discrete (and $\left.\operatorname{Ker} P\left([p]_{F}\right) \subset \Lambda(F, I)\right)$ then
( $\%$ ) $\mathscr{R}_{\Phi} / P(F, L)$ is a vector space over $Z / \mathrm{pZ}$ of dimension

$$
\left[I: Q_{p}\right]+h
$$

Now let

$$
\Delta=\operatorname{Gel}\left(I\left(\mathbb{R}_{\operatorname{Ker}} P\left([\mathrm{D}]_{F}\right) / L\right) .\right.
$$

By the last corollary this is a vector space over $\mathrm{Z} / \mathrm{pZ}$. Class field theory allows us to give an upper bound on dim $\Delta$ when [ $\mathrm{I}: Q_{p}$ ] is finite, namely

$$
\operatorname{dim} \Delta \leq \operatorname{dim}\left(I^{*} / L^{*} p\right)=\left[I: Q_{p}\right]+I+\delta
$$

( $\delta=1$ or 0 , depending on whether $L$ does or does not contain the path roots of unity). We also get a lower bound. For,

$$
\operatorname{dim}\left(\operatorname{Hom}_{c}\left(\Delta, \operatorname{Ker} P\left([p]_{F}\right)\right)\right)=(\operatorname{dim} \Delta)_{h}
$$



$$
\operatorname{dim}(\operatorname{Im} \theta)=h+\left[L: Q_{p}\right]
$$

Hence

$$
h+\left[I: Q_{p}\right] \leq(\operatorname{aim} \Delta) \cdot h
$$

and thus

$$
\operatorname{dim} \Delta \geq 1+\frac{\left[I: Q_{p}\right]}{h}
$$

(case h = 1 !) .

## 54. The Tate Module

The notation is the same as that of s2. We shall frequently write $[p]_{F}^{n}$ in place of $\Lambda\left([p]_{F}^{n}\right)$. We know that $[p]_{F}^{n}$ yields a homomorphism

$$
\rho_{m}^{n+m}: \operatorname{Ker}[p]_{F}^{n+m} \rightarrow \operatorname{Ker}[p]_{F}^{m}
$$

(here Ker $[p]_{F}^{m}$ stands as an abbreviation for $\operatorname{Ker~} \Lambda\left([p]_{F}^{m}\right)$ ). These maps, and the groups Ker $[p]_{F}^{m}$ define an inverse system of Abelian groups, whose inverse limit is the Tate module $T(F)$ of $F$. Thus the elements of $I(F)$ can be written as sequences

$$
\begin{array}{ll}
\left(a_{1}, a_{2}, \ldots\right), & a_{i} \in A(r) \\
{[p]_{F}\left(a_{1}\right)=0,} & {[p]_{F}\left(a_{i+1}\right)=a_{i}}
\end{array}
$$

Similarly we have an inverse system, indexed by the integers mi $\geq 0$, whose groups all coincide with $\Lambda(F)$, the map from $\Lambda(F)_{n+m}$ to $\Lambda(F)_{m}$ being the endomorphism $[p]_{F}^{n}$. Let $V(F)$ be the inverse limit. The elements of $V(F)$ can be written as sequences

$$
\begin{array}{ll}
\bar{a}=\left(a_{0}, a_{1}, a_{2}, \ldots\right), & a_{i} \in \Lambda(F), \\
{[p]_{F}\left(a_{i+1}\right)=a_{i}}
\end{array}
$$

The map $\overline{\mathrm{a}} \mapsto \mathrm{a}_{0}$ is a homomorphism $V(F)+\Lambda(F)$, whose kernel may clearly be identified with $T(F)$, i.e., we get an exact sequence (4.1)

$$
0 \rightarrow T(F) \rightarrow V(F) \rightarrow \Lambda(F) \rightarrow 0
$$

Equivalent description : We start with the isomorphism

$$
\operatorname{Hom}_{Z_{p}}\left(\frac{1}{p^{n}} Z_{p} / Z_{p}, \quad \Lambda(F)\right) \cong \operatorname{Ker}[p]_{F}^{n},
$$

Which takes $f$ into the image $f\left(\frac{1}{p} \bmod z_{p}\right)$. The direct system $\frac{1}{p^{n}} Z_{p} / Z_{p}$ with linit $Z_{p} / Z_{p}$ gives rise to an inverse system by means of the functor $\mathrm{Hom}_{Z_{p}}(, A(F))$, which under the above isomorphism goes over to the inverse system (Ker $[p]_{F}^{m}, \rho_{m}^{n+m}$ ). Hence in fact
(4.2) $\quad \operatorname{Hom}_{Z_{p}}\left(Q_{p} / Z_{p}, \Lambda(F)\right) \cong T(F)$.

Similarly from the direct system $\frac{1}{p^{n}} Z_{p}$ with limit $Q_{p}$ one obtains an isomorphism
(4.3) $\quad \operatorname{Hom}_{Z_{p}}\left(Q_{p}, \Lambda(F)\right) \cong V(F)$,
and of course we have the natural isomorphism

$$
\operatorname{Hom}_{Z_{p}}\left(Z_{p}, \Lambda(F)\right) \cong \Lambda(F) .
$$

By means of these isomorphisms the sequence (4.1) can now be interpreted as being obtained by applying the functor $\operatorname{Hom}_{Z_{p}}(, \Lambda(F))$ to the sequence

$$
0 \rightarrow Z_{p} \rightarrow Q_{p} \rightarrow Q_{p} / Z_{p} \rightarrow 0
$$

Alternatively (4.1) may be viewed as obtained from this sequence by tensoring over $Z_{p}$ with $T(T)$.

Another consequence of (4.2) and (4.3), together with the isomorphisms

$$
\begin{aligned}
& \operatorname{Hom}_{Z_{p}}\left(Q_{p} / Z_{p}, Q_{p} / Z_{p}\right) \cong Z_{p} \\
& \operatorname{Hom}_{Z_{p}}\left(Q_{p}, Q_{p} / Z_{p}\right) \cong Q_{p},
\end{aligned}
$$

and 52, Theorem 2, is
PROPOSITION I $T(F) \cong Z_{p}{ }^{(h)}$,

$$
V(F) \cong Q_{p}(h)
$$

We shall in fact view $T(F)$ as a lattice ( $=$ free $Z_{p}$-module of maximal rank) in the vector space $V(F)$.

The groups and maps of (4.1) are clearly functorial. Hence in particular $T(F)$ and $V(F)$, as vell as $\Lambda(F)$, are End $_{R}(F)$-modules, and the maps oif (4.1) are homomorphisms of End $(F)$-modules. Moreover, an isogeny $f: F \rightarrow G$ gives rise to a commatative digram
(4.4)

$$
\begin{aligned}
& T(F) \rightarrow V(F) \rightarrow \Lambda(F)
\end{aligned}
$$

PROPOSIMIOIN $2 \mathrm{~V}(\mathrm{f})$ is an isomornhism and $\mathrm{T}(\mathrm{F})$ is injective, with Coker $T(f) \cong \operatorname{Ker} \Lambda(f)$ finite.

PROOF If $\operatorname{dim}_{Q_{p}} \operatorname{Ker} V(f)=s$, then $\operatorname{Ker} \Lambda(f)$ contains the submodule Ker $V(f) / \operatorname{Ker} T(f) \cong\left(Q_{p} / Z_{p}\right)^{5}$. As Ker $\Lambda(f)$ is finite (cf. 52, Th. 1 ), $s=0$ and so $\operatorname{Ker} V(f)=0$, Similamly, as Coker $\Lambda(f)=0$, (again by the same theorem), we conclude that Coker $V(f)=0$. Now it follows that

Ker $T(f)=0$ and $\operatorname{Ker} \Lambda(f) \cong$ Coker $T(f) \quad$ (Snake Lerma).
From this proposition it follows that $\operatorname{Im} T(f)$ is a lattice in $V(G)$, a sublattice of $T(G)$. (The term lattice $L$ in a vector space $V$ is always to imply that $L$ is of maximal rank, i.e., spans V). We shall write $L(f)$ for the inverse image of $T(G)$ under $V(f)$, i.e., for $V(f)^{-1}(\mathbb{T}(G))$. This is a superlattice of $T(F)$ in $V(F)$.

The Galois group $\Gamma=G a l(\bar{K} / K)$ acts $O$. $V(F)$ and $T(F)$ as well as on $\Lambda(F)$ and the maps of (4.1) are homomorphisms of $\Gamma$-modules. We are assuming throughout that the given formal group $F$ is defined over $R$, but we do not assume other formal groups $G, H, \ldots .$. to be necessarily defined over $R$ - they may be defined over the integers in some finite extension of $R$. If however $G$ as well as the isogeny $f: F \rightarrow G$ are defined over $R$, then the diagram (4.4) is one of $\Gamma$-module homomorphisms and so both $\operatorname{Im} T(f)$ and $L(f)$ are $\Gamma$-modules.

THEOREM I (Iubin) (i) Let $I$ be a sublattice of $T(F)$ in $V(F)$. Then there exists an isogeny $f: H \rightarrow F$ so that $L=\operatorname{Im} T(f)$, and if $I$ is stable under $I$ then $H$ and $f$ may be chosen to be defined over $R$.

If $\operatorname{Im} T\left(f_{1}\right) \subset \operatorname{In} T(f), f_{1}$ being an isogeny $H_{1} \rightarrow F$ then there is an isogeny $h: H_{1} \rightarrow H$ with $f_{1}=f \circ \mathrm{~h}$. In particular $\operatorname{Im} T(f)$ determines $H$ and $f$ to within isomorphism.
 exists an isogeny $B: F \rightarrow G$ with $L(f)=I$. If $L$ is stable under $\Gamma$ then $G$ and $g$ may be chosen to be defined over $R$.

If $L(g) \subset L\left(g_{I}\right), g_{I}$ being an isogeny $F \rightarrow G_{1}$, then there
is an isogeny $h: G \rightarrow G_{1}$ so that $h \circ g=g_{1}$. In particular $I(g)$ determines $G$ and $g$ to within isomorphism.

PROOF First that of (ii). $L / T(F)$ is a finite subgroup of $V(F) / T(F)=\Lambda(F)$. Taking quotients mod $T(F)$ we thus get an order preserving bijection from the set of superlattices $L$ to the set of finite subgroups of $\Lambda(F)$, which also preserves stability under $\Gamma$. Note also that if $g: F \rightarrow G$ is an isogeny, then Ker $\Lambda(G)=L / \mathbb{T}(F)$ precisely when $V(g) L=\mathbb{T}(G)$, i.e., $L=L(g)$. (ii) now follows from 52, Theorem 4.

Next the proof of (i). Let in the sequel $n$ be an integer with $p^{n} T(F) \subset L, L$ being now the given sublattice of $T(F)$. Then $p^{-\eta_{L}}=L^{\prime} \supset \mathbb{T}(F)$ and $s o$, by (ii), there exists an isogeny g: $F \rightarrow H$ with $I^{\prime}=I(g)$, i.e., with $V(G) L^{\prime}=T(H)$. Now $p^{n} L^{\prime}=L \subset T(F)$ implies that $p^{n}$ Ker $\Lambda(g)=0$, i.e., that Ker $\Lambda(g) \subset \operatorname{Ker}[p]_{F}^{n}$. By 52 , Theorem 4, there is an isogeny $f: H \rightarrow F$ with $f \circ g=[p]_{F^{*}}^{n}$ But then $\operatorname{Im} T(f)=V(f \circ g) L^{\prime}$ $=p^{n} L^{\prime}=L$, as required.

Hote that in the above constructions the choice of $n$ is irmaterial (of course within the stated conditions). If sey $m \geq n$, then $g_{1}=g \circ[p]_{F}^{m-n}$ replaces $g$ and still $f \circ g_{I}=[p]_{F}^{m}$. Mote secondly that if $L$ is $\Gamma$-stable then so is $L^{\prime}$. Choose then $g$ to be defined over R. Hence $g^{-1}$ (inverse under substitution) is defined over $K$, and thus $f=[p]_{F}^{n} \cdot G^{-1}$ is defined over $K$, hence over R.

Let $f_{1}: H_{1} \rightarrow F$ be an isogeny with $I_{1}=\operatorname{Im} T\left(f_{1}\right) \subset \operatorname{Im} T(f)=I_{0}$ We may suppose that $\operatorname{Im} T\left(f_{1}\right) \supset p^{n} T(F)$. Let $g$ be as above. As, by hypothesis, $p^{n}$ Ker $\Lambda\left(f_{1}\right)=0$ there is an isogeny $g_{1}: F \rightarrow H_{1}$ with $g_{1} \circ f_{I}=[p]_{H_{1}}^{n}$. But then also $f_{1} \circ g_{1}=[p]_{F}^{n}=f \circ g$. Now we have

$$
\operatorname{Ker} \Lambda\left(g_{1}\right)=p^{-n} \operatorname{Im} T\left(f_{1}\right) / T(f) \subset p^{-n} \operatorname{Im} T(f) / T(F)=\operatorname{Ker} \Lambda(g)
$$

Therefore, by 52, Theorem 4, there is an isogeny $h: H_{1} \rightarrow H$ with $g=h \circ g_{1}$, i.e., $f \circ h \circ g_{1}=f_{1} \circ g_{1}$, and so $f_{1}=f \circ h 。$ This completes the proof of the theorem.

We can extend the injective map

$$
\operatorname{Hom}_{R}(F, G) \rightarrow \operatorname{Hom}(V(F), V(G))
$$

to a map

$$
Q_{p}^{*} Z_{p} \operatorname{Hom}_{R}(F, G) \rightarrow \operatorname{Hom}(V(F), V(G))
$$

which we shall still denote by $V$, and which remains injective. Viewing $\operatorname{Hom}_{R}(F, G)$ as contained in $Q_{p} Z_{p} H_{p} m_{R}(F, G)$ we have THEOREM 2 Let $G \in Q_{p} Z_{p} \operatorname{Hom}_{R}(F, G)$. Then $G \in H_{R}(F, G)$ if and only if $V(g)$ maps $T(F)$ into $T(G)$.

PROOF "Only if" is trivial.
"If": Let $p^{n} g=h \in \operatorname{Hom}_{R}(F, G)$. Then $\operatorname{Im} T(h) \subset p^{n} T(G)$, whence by Theorem $I, h=[p]_{G}^{n} \circ h_{1}, h_{1} \in \operatorname{Hom}_{R}(F, G)$. But then $\mathrm{g}=\mathrm{h}_{1}$ 。

Write now $E_{F}=D\left(\operatorname{End}_{R}(F)\right)$ and let $I_{F}$ be the quotient field
of $E_{F}$ in $\mathbb{K}$. Then of course $D$ induces an isomorphism

$$
Q_{p} \otimes_{Z_{p}} \operatorname{End}_{\bar{R}}(F) \xlongequal{\cong} I_{F} .
$$

He viev $T(F)$ as an $E_{F}$-module and so $V(F)$ as an $L_{F}$-module. By Theorem 2

$$
E_{F}=\left\{a \in I_{F} \mid a T(F) \subset T(F)\right\}
$$

Let $g: G \rightarrow F$ be an isogeny. We know (52, Theorem 4 Corollary 3) that $I_{F}=I_{G}$, and in fact $V(g)$ is an isomorphism of $I_{F}$-modules. Hence

COROITARY (Lubin) $\quad E_{G}=\left\{a \in I_{F} \mid a \operatorname{Im} T(G) \subset \operatorname{Im} T(G)\right\}$. Now one has

THEOREM 3 (Iubin) Let 6 be an order over $Z_{p}$ (contained in $\vec{P}$ ). Then there is a formal Eroup $F$ with $h t(F)=\left[\mathcal{O}: \mathrm{Z}_{\mathrm{p}}\right]$ so that $E_{F}=0$.

We first find an $F$ so that $\operatorname{ht}(F)=\left[0: Z_{p}\right]$ and so that $L_{F}$ is the quotient field of $\mathfrak{O}$.

Let $K$ be the quotient field of $\mathcal{O}, R$ the valuation ring of K. We then have

PROPOSITITN 3 There is a formel group $F$ of height $h=\left[K: Q_{p}\right]$ so that $F_{F}=R$.

PROOF (Construction of LubinmTate). Let $\pi$ generate the maximal ideal $y$ of $R$ and let $q=\operatorname{card}(R / g)=p$. By III, $\xi 2$ Lerma $I$ there is a unique $F(X, Y) \in R[[X, Y]]$ with

$$
F(X, Y) \equiv X+Y \quad(\bmod \operatorname{deg} 2)
$$

and with

$$
F(f(X), f(Y))=f(F(X, Y))
$$

where $f(X)=\pi X+X$. We shall then show below that $F$ is a formal
group, so that the map $D:$ End $_{R}(F) \rightarrow R$ is surjective, hence bijective. Moreover $[p]_{F}=f^{e} \circ u$, where $e$ is the ramification index of $K / Q$ and $u$ is a unit of End $_{R}(F)$. Therefore $h t\left([p]_{F}\right)=$ e.s $=[K: Q]=h$. Thus $F$ is of height $h$, and $K \subset I_{F}$, As $\left[I_{F}: Q_{p}\right] \mid\left[K: Q_{p}\right]=h$ it follows thet $K=I_{F}$ and $R=E_{F}$.

Let $a \in R$ and construct, along the lines of III 52 Lemana, 1 ,
a power series $[a](X)$ over $R$ with
$[a] \quad(X) \equiv a X \quad$ (mod degree 2)
and

$$
f \bullet[a]=[a] \circ f
$$

We have then to show that

$$
\begin{gathered}
F(X, Y)=F(Y, X), \\
F(F(X, Y), Z)=F(X, F(Y, Z)), \\
{[a](F(X, Y))=F([a](X),[a](Y)),}
\end{gathered}
$$

and it will follow that $F$ is indeed a commatative formal group and [a] is an endomorphism of $F$ with $D([a])=$ a. In each case this is done via the uniqueness part of III 52 , Lemma 1. Thus e.g. the two sides in the last equation are both solutions of the problem of finding $G$, so that

$$
\begin{gathered}
G(f(X), f(Y))=f(G(X, Y)) \\
G(X, Y) \equiv a X+a Y \quad(\bmod \text { degree } 2) .
\end{gathered}
$$

PROPOSIIION 4 Let $F$ be a formal group of finite height and let 0 be an order with quotient field $I_{F}$. Then there is a formal group $G$ isogeneous to $\bar{F}$ so that $O=E_{G}$ 。

PROOF Let $L$ be any sublattice of $T(F)$ so that $\mathcal{O}=\left\{a \in L_{F} \mid a \mathcal{A} \subset L\right\}$. Such sublattices exist, e.g., $I=0 \times$ with $0 \neq x \in \mathbb{T}(F)$. By Theorem I, there is an isogeny $g: G \rightarrow F$ so that $I=\operatorname{Im} T(g)$. By the Corollary to Theorem 2, $\mathrm{E}_{\mathrm{G}}=\mathcal{O}$.

Theorem 3 now follows from the last two propositions.

The Tate module as a module over $\Gamma=G a I(K / K)$.
We already know that $T(F)$, and hence $V(F)$ is a $\Gamma$-module. An element $\gamma$ of $\Gamma$ will leave $T(F)$ and hence $V(F)$ elementwise fixed if and only if $\gamma$ leaves $\Lambda(F)$ fixed. But $\Lambda(F)$ is just a subset of $\bar{K}$, and so we see that the representation of $\Gamma$ by $V(F)$ (or by $T(F)$ ) is a faithful representation of its quotient group $\operatorname{GaI}(K(\Lambda(F)) / K)$.

Let $t: \Gamma \rightarrow G L(T(F)$ ) (automorphism group of $T(F)$ ) be the homomorphism vith $x t(\gamma)=x \gamma$ for $x \in T(F)$. $G L(T(F))$ is a topological group, a typical open neighbourhood of the identity being the subgroup of automorphisms $a \equiv I\left(\bmod p^{n}\right)$ (i.e., of form $1+s p^{n}, I=i d e n t i t y$, $s$ an endomorphism of $T(F)$ ). $t$ is continuous. To see this we only have to note that $t(\gamma) \equiv 1\left(\bmod p^{n}\right)$ if and only if $\rho_{n} t(\gamma)=\rho_{n} t(1)$, where $\rho_{n}$ is the map $T(F) \rightarrow \operatorname{Ker}[p]_{F}^{n}$. (definition of $T(F)$ as inverse limit). But $\rho_{n} t(\gamma)=\rho_{n} t(1)$ if and only if $\gamma$ leaves Ker $[p]_{F}^{n} \subset \bar{K}$ fixed. We now consider the $\Gamma$-module $V(F)$.

THEOREM $3 \mathrm{~V}(F)$ is an irreducible $\Gamma$-module, over $Q_{p}$ (i.e., the only $Q_{p}$-subspaces of $V(F)$ which are $\Gamma$-modules are $V(F)$ and 0 ). This is a version of a result given by Serre, watered down to fit in with the tools we have available.

PROOF Denote by Is the orbit under $\Gamma$ of an element $s$ in a $\Gamma$-set $S$. That we have to show is that if $0 \neq x \in V(F)$ then the subspace generated by $\Gamma x$ is the whole of $V(F)$. It clearly suffices to consider an $x \in T(F)$, with $x \notin p T(F)$. Let then $N$ be the $Z_{p}$-submodule of $V(F)$ generated by $\Gamma x$. $M$ is a free $Z_{p}$-module of rank $s \leq h$ and we have to show that $s \geq h$.

Write $\rho_{n}$ for the surjection $T(F) \rightarrow \operatorname{Ker}[p]_{F}^{n}$ associated with the inverse limit $T(F)=\lim \operatorname{Ker}[p]_{F}^{n}, M \subset T(F)$ and so $\rho_{n}(M)$ is defined. It is the direct product of at most $s$ cyclic subgroups, and so the number of elements in $\rho_{n}(M)$, not in $p \rho_{n}(M)$ is at most $p^{n s}-p^{(n-1) s}$. Write $\alpha_{n}=\rho_{n}(x)$. Then each element of $\Gamma \alpha_{n}$ Iies in $\rho_{n}(M)$, and not in $p \rho_{n}(M)$. Therefore

$$
\operatorname{card}\left(\Gamma a_{n}\right) \leq p^{(n-1) s}\left(p^{s}-1\right)
$$

The left hand side is the number of conjugates of $\alpha_{n}$ over $K$, and so equal to the degree $\left[K\left(\alpha_{n}\right): K\right]$. We thus get the inequality

$$
\begin{equation*}
\left[K\left(\alpha_{n}\right): K\right] \leq p^{(n-I) s}\left(p^{s}-1\right) \tag{4.5}
\end{equation*}
$$

holding for all n.
Now note that
(4.6) $[p]_{F}\left(\alpha_{1}\right)=0, \quad \alpha_{1} \neq 0 ; \quad[p]_{F}\left(\alpha_{n+1}\right)=\alpha_{n}$.

We shall show that this implies the existence of a positive constant c so that

$$
\begin{equation*}
\left[K\left(\alpha_{n}\right): K\right] \geq c^{n h} \text {, for anl } n \tag{4.7}
\end{equation*}
$$

Comparison of (4.5) with (4.7) as $n \rightarrow \infty$ yields then the required inequality $s \geq h$.

To get (4.7) Irom (4.6) we require a lemma, to be proved later. LIMMA Let $\alpha, \beta \in P(F),[p]_{F}(\alpha)=\beta$.
(a) If $V(\beta) \leq I$, then $V(\alpha) \leq V(\beta) / p$.
(b) If $v(\beta) \leq 1 / e$, e being the ramification index of $K$ over $Q_{p}$, then $v(\alpha) \leq v(\beta) / p^{h}$.

We apply the lemma to complete the proof of the theorem. Return to (4.6). By 52 Theorem 3, $v\left(\alpha_{1}\right) \leq 1 / p-1 \leq 1$. From the lemma, form (a), we obtain by induction the inequality $v\left(\alpha_{n}\right) \leq I / p^{n-l}$. Therefore for some $n_{0}, v\left(\alpha_{n_{0}}\right) \leq 1 / e$. Now use form $(b)$ in the lemma to get for $n \geq n_{0}$ the inequality $v\left(a_{n}\right) \leq I / e p^{\left(n-n_{0}\right) h}$. On the other hand let $e_{n}$ be the ramification index of $K\left(\alpha_{n}\right) / K$. Then certainly $e_{n} v\left(\alpha_{n}\right) \geq 1 / e$, l/e being the least strictly positive value of $v$ on $K$. Hence finally

$$
\left[K\left(\alpha_{n}\right): K\right] \geq e_{n} \geq \frac{1}{\operatorname{ev}\left(\alpha_{n}\right)} \geq p^{n h} c, c=p^{-n_{0} h}
$$

It remains to prove the lemma. Let $[D]_{F}(X)=\sum_{n=1}^{\infty} a_{n} X^{n}$.
Here $a_{1}=p$. Apply $I, 53$ Theorem 2 to the ring $R / p R$ and the reduction of $[p]_{F}(X) \bmod p R$. This tells us that $v\left(a_{n}\right) \geq v(p)=1$ whenever pf $n$, i.e., in particular
(4.8) $\quad v\left(a_{n}\right) \geq 1 \quad$ for $0<n<p$.

Similarly, applying the same reasoning to the residue class field of $\mathrm{R}_{\text {, }}$ one gets

$$
\begin{equation*}
v\left(a_{n}\right) \geq 1 / e \quad \text { for } 0<n<p^{h} . \tag{4.9}
\end{equation*}
$$

Let now $v\left(a_{j} \alpha^{j}\right)=\inf _{n} v\left(a_{n} \alpha^{n}\right)$. Then $v(\beta) \geq v\left(a_{j} \alpha^{j}\right)$ and so

$$
\begin{equation*}
j v(\alpha) \leq v\left(a_{j}\right)+j v(\alpha)=v\left(a_{j} \alpha^{j}\right) \leq v(\beta) . \tag{4.10}
\end{equation*}
$$

If first $V(\beta) \leq 1$ then for $0<n<p$, we have by (4.8)

$$
v\left(a_{n} \alpha^{n}\right)=v\left(a_{n}\right)+n v(\alpha)>1 \geq v(\beta) \geq v\left(a_{j} a^{j}\right),
$$

and so $j \geq p$, whence by (4.10) $p r(\alpha) \leq V(B)$. If next $v(\beta) \leq 1 / e$, then we deduce similarly that $j \geq p^{h}$, whence again by (4.10) $p^{h} v(\alpha) \leq V(\beta)$.
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