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Abstract. In the Adams–Novikov spectral sequence one considers Ext groups
over the Hopf algebroid Γ = BP∗(BP ). There are spectra T (m) with BP∗(T (m)) =
BP∗[t1, . . . , tm], which leads one to replace Γ by Γ(m + 1) = Γ/(t1, . . . , tm).
The corresponding Ext groups have certain structural features that are inde-
pendent of m. In this paper we set up an algebraic framework for studying
the limit as m →∞. In particular there is an analog of the chromatic spectral
sequence in which the Morava stabilizer group gets replaced by an infinitesimal
analog, hence the title.

1. Introduction

For a fixed prime p, recall the spectra T (m) (introduced in [Rav86, §6.5]) with

BP∗(T (m)) = BP∗[t1, . . . , tm] ⊂ BP∗(BP ).

It is a p-local summand of the Thom spectrum associated with the map

ΩSU(k) → ΩSU = BU

for any k satisfying pm ≤ k < pm+1. These Thom spectra figure in the proof of
the nilpotence theorem of [DHS88]. The T (m) themselves figure in the method of
infinite descent, the technique for calculating the stable homotopy groups of spheres
described in [Rav86, Chapter 7] and [Ravb].

Very briefly, there are maps

S0 = T (0) → T (1) → T (2) → · · · → BP

with T (m) homotopy equivalent to BP below dimension |vm+1| − 1. Interpolating
between T (m) and T (m + 1) are T (m)-module spectra T (m)h for h ≥ 0 with

BP∗(T (m)h) = BP∗[t1, . . . , tm]{1, tm+1, t
2
m+1, . . . , t

h
m+1}.

There are maps

T (m) = T (m)0 → T (m)1 → T (m)2 → · · · → T (m + 1)
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with T (m)h homotopy equivalent to T (m + 1) below dimension (h + 1)|vm+1| − 1.
For each m and i there is a spectral sequence converging to π∗(T (m)pi−1) with

E1 = π∗(T (m)pi+1−1)⊗ E(hm+1,i+1)⊗ P (bm+1,i+1)

where

hm+1,i+1 ∈ E
1,2pi+1(pm+1−1)
1 and bm+1,i+1 ∈ E

2,2pi+2(pm+1−1)
1 .

Thus in a given range of dimensions, a finite number of applications of this spectral
sequence will get us from π∗(T (m + 1)) to π∗(T (m)) and hence from π∗(BP ) to
π∗(S0). This is discussed in more detail in [Ravb].

Empirical evidence suggests that π∗(T (m)) for roughly 2pm+1 < ∗ < 2p2m+2 is
the same (up to a suitable regrading) as that of π∗(T (m + 1)) for roughly 2pm+2 <
∗ < 2p2m+3. The purpose of this note is to set up an algebraic framework that allows
us to study the limit of this behavior as m goes to infinity. We will define a limiting
Ext group which would be the E2-term for the conjectural spectral sequence of the
title; see Conjecture 4 below.

This will entail defining a bigraded Hopf algebroid (Â, Γ̂). The grading is over
Z⊕Zω where ω becomes pm when we specialize to T (m). We call the corresponding
Ext group the microstable Adams-Novikov E2-term for the following reason. For
each spectrum T (m) one can set up a chromatic spectral sequence as in [Rav86,
Chapter 5]. Each Morava stabilizer group Sn gets replaced by a certain open
subgroup which shrinks as m increases. Thus in the limit each Sn gets replaced by
an infinitesimal version of itself. We conjecture that this Ext group is the E2-term
of a trigraded spectral sequence.

The author wishes to thank Dominique Arlettaz and Kathryn Hess for organiz-
ing a conference in such an inspiring Alpine setting, where the idea for this paper
originated. I am also grateful to Ippei Ichigi for many useful conversations about
this work.

2. Empirical evidence: similarities among the groups π∗(T (m))

In this section we will quote several theorems about the Adams–Novikov spec-
tral sequence for T (m) that are proved elsewhere.

Let (A, Γ) denote the Hopf algebroid (BP∗, BP∗(BP )); see [Rav86, A1] for
more information. A change-of-rings isomorphism identifies the Adams-Novikov
E2-term for T (m) with ExtΓ(m+1)(A, A) where

Γ(m + 1) = Γ/(t1, . . . , tm) = BP∗[tm+1, tm+2, . . . ]

This Hopf algebroid is cocommutative below the dimension of t2m+2, so its Ext
group (and the homotopy of T (m)) in this range is relatively easy to deal with. We
will denote this Ext group by ExtΓ(m+1) for short.

The following was proved in [Rav86, 6.5.9 and 6.5.12].

Theorem A. For each m ≥ 0 and each prime p,

Ext0Γ(m+1) = Z(p)[v1, . . . , vm],

and we denote this ring by A(m). Each of these generators is a permanent cycle,
and there are no higher Ext groups below dimension |vm+1|−1. Hence π∗(T (m)) ∼=
A(m) in this range.
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More generally, for each n ≥ 0

Ext0Γ(m+1)(A,A/In) = A(m + n)/In,

where

In = (p, v1, v2, . . . , vn−1).

Our next result concerns Ext1 and increases the range of dimensions by a factor
of p. Before stating it we need some chromatic notation. Consider the short exact
sequence of Γ-comodules (and hence of Γ(m + 1)-comodules)

0 N0 M0 N1 0w w w w(1)

where

N0 = BP∗,

M0 = p−1BP∗ = Q⊗ BP∗,

and N1 = BP∗/(p∞) = Q/Z(p) ⊗ BP∗.

We write elements in N1 as fractions
x

pe

where e > 0 and x ∈ BP∗ is not divisible by p. The long exact sequence of Ext
groups associated with (1) has a surjective connecting homomorphism

Ext0Γ(m+1)(N
1) → Ext1Γ(m+1)(BP∗)

and we will identify elements in Ext0Γ(m+1)(N
1) with their images in Ext1. The

algebraic statement in the following was proved in [Rav86, 6.5.11] while the topo-
logical part is proved in [Ravb].

Theorem B. In all cases except m = 0 and p = 2, Ext1Γ(m+1)(BP∗) is isomor-
phic to the A(m)-submodule of N1 generated by the set

{
vi

m+1

ip
: i > 0

}
.

Each of these elements is a permanent cycle, and there are no higher Ext groups
below dimension p|vm+1| − 2.

For the 2-line and above, we have the following, essentially proved as Theorem
7.1.13 in [Rav86].

Theorem C. For m > 0, Ext2,t(BP∗(T (m))) for t ≤ 2p2 − 2p + p2|vm+1| is
the A(m)-module generated by
{

vp
m+2

pvp
1

}
∪ E(hm+1,0)⊗ P (bm+1,0)⊗

{
vj

m+1v
i
m+2

ipv1
: 0 < i ≤ p, 0 ≤ j ≤ p2 − pi

}
,

where

hm+1,0 =
vm+1

p
and bm+1,0 =

vm+2

pv1
.
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We also let

bm+1,1 =
vp

m+1

pvp
1

,

bm+2,0 =
vm+3

pv1
− v2v

p
m+2

pv1+p
1

+
vpm+1

2 vm+1

p2v1

and vm+1bm+2,0 =
vm+1vm+3

pv1
− v2vm+1v

p
m+2

pv1+p
1

+
vpm+1

2 v2
m+1

2p2v1
.

Our next result concerns the first differential in the Adams–Novikov spectral
sequence for T (m) and is proved in [Rava]. The differential occurs slightly beyond
the range of Theorem C. Recall that for an odd prime, the first nontrivial differential
in the Adams–Novikov spectral sequence for T (0) = S0 is

d2p−1(b1,1) = h1,0b
p
1,0.

Theorem D. The first nontrivial differential in the Adams–Novikov spectral
sequence for the spectrum T (1) at an odd prime p is

d2p−1(b3,0) = h2,0b
p
2,0

where b3,0 ∈ E2,2p4−2p
2 .

For m > 1 the first nontrivial differential in the Adams–Novikov spectral se-
quence for the spectrum T (m) at an odd prime p is

d2p−1(vm+1bm+2,0) = v2hm+1,0b
p
m+1,0

where vm+1bm+2,0 ∈ E2,2pm+3+2pm+1−2p−2
2 . In this case there is also a nontrivial

group extension in π∗(T (m)), namely

pbm+2,0 = v2b
p
m+1,0.

For p = 3 this is illustrated for m = 1 and m = 2 in Figures 1 and 2 respectively.

3. The bigraded Hopf algebroid (Â, Γ̂)

Recall that (A,Γ) = (BP∗, BP∗(BP )) is defined by

A = Z(p)[vi : i > 0] with |vi| = 2pi − 2;

Γ = A[ti : i > 0] with |ti| = 2pi − 2.

The generators vi are related to the coefficients `i of the logarithm associated with
the universal p-typical formal group law by Araki’s formula

p`n =
∑

0≤i≤n

`iv
pi

n−i,

where `0 = 1 and v0 = p. The right unit and coproduct are defined by

ηR(`n) =
∑

0≤i≤n

`it
pi

n−i

and
∑

0≤i≤n

`i∆(tp
i

n−i) =
∑

0≤i+j≤n

`it
pi

j ⊗ tp
i+j

n−i−j ,
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Figure 1. The Adams-Novikov E2-term for T (1) at p = 3 in di-
mensions ≤ 154, showing the first nontrivial differential. Elements
on the 0- and 1-lines divisible by v1 are not shown. Elements on
the 2-line and above divisible by v2 are not shown.

where t0 = 1. These formulas determine the right unit and coproduct in Γ ⊗ Q,
but are known to come from similar (but more complicated) ones in Γ itself. For
more details see [Rav86, §4.3] or [Ada74, Part II].

The right unit formula can be rewritten as
∑

0≤j+k≤i

`i−j−kvpi−j−k

j tp
i−k

k =
∑

0≤j+k≤i

`i−j−ktp
i−j−k

j ηR(vpi−k

k )(2)

(where j and k are always nonnegative) for each i ≥ 0, or equivalently

∑

i,j

F vit
pi

j =
∑

i,j

F tiηR(vj)pi

;(3)



6 DOUGLAS C. RAVENEL

s

6

0 100 200 300 400 500

t− s -

0

1

2

3

4

5

6

7

­
­

­
­­

q q q q q q q q q qq q qq
h3,0

q q q­
­

­
­­

­
­

­
­­

qqq­
­

­
­­

­
­

­
­­
qq qq

q­
­

­
­­

q¦¦

CCO
q

q­
­

­
­­

q q

q q­
­

­
­­

­
­

­
­­

q q

q­
­

­
­­

q

b3,0 b3,1 b4,0 v3b4,0
v2
4

3v1

b2
3,0

v2
4b3,0

3v1

b3
3,0

Figure 2. The Adams-Novikov E2-term for T (2) at p = 3 in
dimensions ≤ 530. Elements on the 0- and 1-lines divisible by v1

or v2 are not shown. Elements on the 2-line and above divisible by
v2 or v3 are not shown except for v3b4,0 and v2h3,0b

3
3,0, the source

and target of the first differential.

see [Rav86, A2.2.5] or [Rav76]. The sums here are with respect to the formal
group law F , i.e.,

x +F y = F (x, y)

which is determined recursively by
∑

i≥0

`iF (x, y)pi

=
∑

i≥0

`ix
pi

+
∑

i≥0

`iy
pi

.
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These formulas determine the structure of

Γ(m + 1) = Γ/(t1, . . . , tm).

The coporoduct and right unit are particularly simple on the generators tm+i and
vm+i for 0 < i < m + 2. The coproduct formula in this range simplifies to

∑

0≤j<i

`j∆(tp
j

m+i−j) =
∑

0≤j<i

`j(t
pj

m+i−j ⊗ 1 + 1⊗ tp
j

m+i−j),(4)

or equivalently
∑

0<i<m+2

F ∆(tm+i) =
∑

0<i<m+2

F F (tm+i ⊗ 1, 1⊗ tm+i).(5)

The right unit formula (2) when projected to Γ(m + 1) implies (by induction
on i) that vi for i ≤ m has trivial right unit in Γ(m + 1), i.e., that

ηR(vi) = vi.

With this in mind we can rewrite (2) as
∑

0≤j≤m+i

`jv
pj

m+i−j +
∑

0≤j+k<i

`jv
pj

k tp
j+k

m+i−j−k

=
∑

0≤j≤m+i

`jηR(vpj

m+i−j) +
∑

0≤j+k<i

`jt
pj

m+i−j−kvpm+i−k

k ,
(6)

for i ≤ m + 1, or equivalently in this range
∑

i>0

F vm+i +
∑

i≥0,j>0

F vit
pi

m+j =
∑

i>0

F ηR(vm+i) +
∑

i>0,j≥0

F tm+iv
pm+i

j .(7)

We wish to study the “limiting behavior” as m approaches ∞; the precise
nature of this limit will be discussed below.

Theorem 1. There is a Hopf algebroid (Â, Γ̂) over Z(p), graded over Z⊕Zω,
with

Â = BP∗[ci,m, v̂i : 0 ≤ i ≤ m]/(ci,m − v
(p−1)pm

i ci,m+1)

with v0 = p, |ci,m| = (ω − pm)|vi|, and |v̂i| = 2piω − 2;

Γ̂ = Â[t̂i : i > 0] with |t̂i| = 2piω − 2.

(The notation for Â means that it includes elements ci,m for all m ≥ 0 as well as
the indicated values of i.)

The right unit on the elements vi and ci,m are trivial (meaning that they are
invariant) while the ones on the v̂i are given by

∑

i>0

F v̂i +
∑

i≥0,j>0

F vit̂
pi

j =
∑

i>0

F ηR(v̂i) +
∑

i>0,j≥0

F t̂iv
ωpi

j .(8)

The coproduct is given by
∑

i>0

F ∆(t̂i) =
∑

i>0

F F (t̂i ⊗ 1, 1⊗ t̂i);(9)

equivalently the element
∑

0≤j≤i

`j t̂
pj

i−j ∈ Q⊗ Γ̂
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is primitive for each i > 0.

Note that the coproduct in Γ̂ is cocommutative.
We will denote the element vpm

i ci,m by vω
i for 0 ≤ i ≤ m. Because of the

relations in Â, this element is independent of m and is infinitely divisible by vi.
This includes the 0-dimensional element vω

0 , which is infinitely divisible by p.
Let

V = BP∗[ci,m : m ≥ i ≥ 0]/(ci,m − v
(p−1)pm

i ci,m+1),(10)

so that

Â = V [v̂i : i > 0].

and

BP∗[vω
0 , vω

1 , . . . ] ⊂ V

with vω
i infinitely divisible by vi in V . It follows that for i < n, ci,m and vω

i are
trivial in V/In.

Since the right unit on V is trivial, Γ̂ is a Hopf algebroid over V . Similarly
Γ(m + 1) is a Hopf algebroid over A(m).

Proof of Theorem 1. We need to show that the right unit and coproduct satisfy the
Hopf algebroid axioms (see [Rav86, A1.1.1]). The structure of (Â, Γ̂) is obtained
from that of (A, Γ(m + 1)) in the following heuristic way. The elements v̂i and wti
in the former correspond to vm+i and and tm+i for large m in the latter. Whenever
the symbol pm appears in the latter, either in an exponent or in the dimension of a
generator, we replace it by the symbol ω. In this way (8) and (9) are derived from
(7) and (5) respectively.

To verify that they satisfy the necessary axioms, it suffices to work in Q ⊗ Γ̂
since Γ̂ is torsion free. The coproduct there is coassociative because it is primitively
generated.

To verify the coassociativity of the right unit, we will work in K ⊗Z(p)[v
ω
0 ] Γ̂

where

K = Z(p)[vω
0 ][(p− vωpi

0 )−1 : i > 0]

= Q[vω
0 ][(1− vωpi−1

0 )−1 : i > 0]

There we can define elements ̂̀
i for i > 0 recursively by

p̂̀
i =

∑

0<j≤i

̂̀
jv

ωpj

i−j +
∑

0≤j<i

`j v̂
pj

i−j .(11)

This gives

̂̀
i ≡ v̂i

p− vωpi

0

mod (v̂1, . . . , v̂i−1)

so

K ⊗ Â = K ⊗ V [̂̀1, ̂̀2, . . . ],
and it suffices to show that the right unit on the ̂̀

i is coassociative.
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We can derive ηR(̂̀i) from (11). In the following calculation, each expression
is to be summed over all nonnegative values of the indices with the understanding
that v̂0 = ̂̀

0 = t̂0 = 0. We have

pηR(̂̀i) = ηR(̂̀i)vωpi

j + `iηR(v̂pi

j )

= ηR(̂̀i)vωpi

j + `iv̂
pi

j + `iv
pi

j t̂p
i+j

k − `it̂
pi

j vωpi+j

k

= ηR(̂̀i)vωpi

j + `iv̂
pi

j + p`it̂
pi

j − `it̂
pi

j vωpi+j

k

= ηR(̂̀i)vωpi

j + p̂̀
i − ̂̀

iv
ωpi

j + p`it̂
pi

j − `it̂
pi

j vωpi+j

k

= p(̂̀i + `it̂
pi

j ) + (ηR(̂̀i)− ̂̀
i − `it̂

pi

j )vωpi+j

k .

Without the summation convention, this can be rewritten as

pηR(̂̀i) = p̂̀
i +

∑

0≤j<i

`j t̂
pj

i−j + p
∑

0<j<i


ηR(̂̀j)− ̂̀

j −
∑

0≤k<j

`k t̂p
k

j−k


 vωpj

i−j

for each i > 0. Using induction on i one can deduce that the second sum vanishes,
so

ηR(̂̀i) = ̂̀
i +

∑

0≤j<i

`j t̂
pj

i−j ,

which is coassociative since ηR(̂̀i)− ̂̀
i is primitive.

4. Maps from subalgebras of Γ̂ to the Γ(m + 1)

Now we will be more precise about the relation between Γ̂ and Γ(m+1). There
is no map from one to the other in either direction. There is a rather for each m a
sub-Hopf algebroid of (Â, Γ̂) that maps to (A,Γ(m+1)) (with a change of grading),
and (Â, Γ̂) itself is the union of all of these subobjects. This is the sense in which
Γ̂ is the limit of the Γ(m + 1) as m →∞.

Specifically let
(
Â(m), Ĝ(1,m)

)
⊂

(
Â, Γ̂

)

and
(
Â(m + n)/In, Ĝ(1,m, n)

)
⊂

(
Â/In, Γ̂/In

)

for m,n > 0 by

Â(m) = Z(p)[v1, . . . , vm; vω−pm

0 , vω−pm

1 , . . . , vω−pm

m ; v̂1, . . . , v̂m+1]

Ĝ(1,m) = Â(m)[t̂1, . . . , t̂m+1]

Â(m, n) = Z(p)[v1, . . . , vm+n; vω−pm

0 , vω−pm

1 , . . . , vω−pm

m+n ; v̂1, . . . , v̂m+n+1]/In

Ĝ(1,m, n) = Â(m,n)[t̂1, . . . , t̂m+1].

Then the following is straightforward.
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Proposition 2. Let

A(k) = Z(p)[v1, . . . , vk],
G(m + 1,m) = A(2m + 1)[tm+1, . . . , t2m+1] as in [Rav86, §7.1],

and G(m + 1, k, n) = A(m + 1 + k + n)/In[tm+1, . . . , tm+1+k].

There are maps

Ĝ(1,m) G(m + 1,m) ⊂ Γ(m + 1)wθm(12)

and

Ĝ(1,m, n) G(m + 1,m, n) ⊂ Γ(m + 1)/Inwθm(13)

given by

vi 7→ vi

v̂i 7→ vi+m

vω
i 7→ vpm

i

t̂i 7→ ti+m.

The indexing set Z⊕ Zω is mapped to Z by sending ω to pm.
Thus we have a diagram of Hopf algebroids

Ĝ(1, 0) Ĝ(1, 1) Ĝ(1, 2) · · · Γ̂

Γ(1) Γ(2) Γ(3)

w

u

θ0

w

u

θ1

w

u

θ2

w

Remark 3. For i ≤ m + 1, we have ̂̀
i ∈ K ⊗ Â(m) as defined by (11). We

can extend θm uniquely to K ⊗Z(p)[v
ω
0 ] Â(m); it sends K to Q. Hence

θm(̂̀i) ∈ Q⊗ A(2m + 1)

satisfies

pθm(̂̀i) =
∑

0<j≤i

θm(̂̀j)v
pj+m

i−j +
∑

0≤j<i

`jv
pj

m+i−j ,

so

θm(̂̀i) ≡ vm+i

p− pi+m
mod (v1, . . . , vm+i−1).

We also have

ηR(θm(̂̀i)) = θm(̂̀)i) +
∑

0≤j<i

`jt
pj

m+i−j

so `m+i− θm(̂̀)i is invariant. One can show that it is the sum of all terms in `m+i

that are monomials in the vj with 1 ≤ j ≤ m.
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Then each element of ExtbΓ(Â, Â) can be pulled back to Ext bG(1,m)(Â(m), Â(m))
for m À 0, and hence mapped via θm to ExtΓ(m+1)(A, A), which is the Adams–
Novikov spectral sequence E2-term for the spectrum T (m).

Conjecture 4. There is a spectral sequence with

E2 = ExtbΓ(Â, Â)

which is compatible in a range of dimensions with the Adams–Novikov spectral se-
quence for T (m). We call this the microstable Adams–Novikov spectral sequence.

Remark 5. The map θm is onto below dimension |t2m+2|, and T (m) is equiva-
lent to BP below dimension |tm+1|. We believe the behavior of the Adams–Novikov
spectral sequence in this range is essentially isomorphic (up to regrading) to that of
the Adams–Novikov spectral sequence for T (m + 1) between dimensions |tm+2| and
|t2m+3|. Theorem D is evidence that the behavior of differentials and group exten-
sions in “low” dimensions is independent of m for m sufficiently large. It indicates
that the first differential in this spectral sequence would be

d2p−1(v̂1b̂2,0) = v2ĥ1,0b̂
p
1,0

and that there would be a group extension of the form

pb̂2,0 = v2b̂
p
1,0.

This is the rationale for the conjecture.

5. The microchromatic spectral sequence

The chromatic spectral sequence converging to ExtΓ(A, A) is obtained from
the resolution

0 → BP∗ → M0 → M1 → M2 → . . .

where

Mn = v−1
n BP∗/(p∞, v∞1 , . . . , v∞n−1).

More details can be found in [Rav86, Chapter 5].
We also define

Mn−i
i = v−1

n BP∗/(p, . . . , vi−1, v
∞
i , . . . , v∞n−1).

so for each i > 0 there is a resolution

0 → BP∗/Ii → M0
i → M1

i → M2
i → . . . ,

and there are short exact sequences

0 Mn−i−1
i+1 Σ|vi|Mn−i

i Mn−i
i 0w w wvi w

which lead to Bockstein spectral sequences. In particular there is a chain of n
Bockstein spectral sequences leading from ExtΓ(A, v−1

n BP∗/In) to ExtΓ(A, Mn).
There is a change-of-rings isomorphism

ExtΓ(A, Mn) ∼= ExtΣ(n)(K(n)∗, K(n)∗)(14)
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where

K(n)∗ = Ext0BP∗(BP )(BP∗, v−1
n BP∗/In)

= Z/(p)[vn, v−1
n ]

and Σ(n) = K(n)∗ ⊗BP∗ BP∗(BP )⊗BP∗ K(n)∗

= K(n)∗[ti : i > 0]/(vntp
n

i − vpi

n ti)

as an algebra, with coproduct inherited from BP∗(BP ). The formula (3) is pivotal
in the proof of this result. Details can be found in [Rav86, §6.1] or [MR77].

The comodule Mn−i
i be tensored over A with Â, leading in the same way to

a spectral sequence converging to ExtbΓ(Â, Â) which we call the microchromatic
spectral sequence. Let

M̂n−i
i = Mn−1

i ⊗A Â

Then the microchromatic spectral sequence converging to ExtbΓ(Â, Â) is the reso-
lution spectral sequence based on

0 → Â → M̂0 → M̂1 → M̂2 → · · · .

The microstable analog is of (14) is

Theorem 6. There is a change-of-rings isomorphism

ExtbΓ(Â, v−1
n Â/In) = ExtbΣ(n)(K̂(n)∗, K̂(n)∗)

where

K̂(n)∗ = Ext0bΓ(Â, v−1
n Â/In)

= v−1
n V/In[v̂1, . . . , v̂n]

where V is as in (10)

and Σ̂(n) = K̂(n)∗ ⊗ bA Γ̂⊗ bA K̂(n)∗

= K̂(n)∗[t̂i : i > 0]/(vnt̂p
n

i − vωpi

n t̂i).

Proof of Theorem 6. The change-of-rings-isomorphism theorem [Rav86, A1.3.12]
says that given a Hopf algebroid map f : (A,Γ) → (B, Σ) satisfying certain condi-
tions, one has

ExtΓ(A, (Γ⊗A B)2ΣB) ∼= ExtΣ(B,B).

Applying this to the map
(
Â, Γ̂

) (
K̂(n)∗, Σ̂(n)

)
wf

(15)

we get

ExtbΓ(Â, (Γ̂⊗ bA K̂(n)∗)2bΣ(n)K̂(n)∗) ∼= ExtbΣ(n)
(k̂(n)∗, K̂(n)∗).

Thus we have to verify that the map of (15) satisfies the relevant hypotheses and
then identify (Γ̂⊗ bA K̂(n)∗)2bΣ(n)K̂(n)∗ with v−1

n Â/In.
The hypotheses required of f are [Rav86, A1.1.19]

(i) the induced map Γ̂⊗ bA B → Σ̂(n) is onto, and
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(ii) (Γ̂⊗ bA K̂(n)∗)2bΣ(n)K̂(n)∗ is a K̂(n)∗-module and a K̂(n)∗-summand of

Γ̂⊗ bA K̂(n)∗.

The first of these follows from the definition of Σ̂(n). For the second we have

Γ̂⊗ bA K̂(n)∗ ∼= K̂(n)∗[t̂i : i > 0],

(Γ̂⊗ bA K̂(n)∗)2bΣ(n)K̂(n)∗ ∼= K̂(n)∗[vnt̂p
n

i − vωpi

n t̂i : i > 0],

and the latter is a K̂(n)∗-summand of the former.
Finally we have

v−1
n Â/In

∼= K̂(n)∗[v̂n+i : i > 0]

and there is a Σ̂(n)-comodule isomorphism

v−1
n Â/In → (Γ̂⊗ bA K̂(n)∗)2bΣ(n)K̂(n)∗

defined by v̂n+i 7→ vnt̂p
n

i − vωpi

n t̂i.

Theorem 7. The Ext group of Theorem 6 is

ExtbΓ(Â, v−1
n Â/In) = K̂(n)∗ ⊗ E(ĥi,j : 0 < i ≤ n, j ∈ Z/(n))

where ĥi,j corresponds to t̂p
j

i .

It is also true [Rav86, 6.5.6] that

ExtΓ(m+1)(A, v−1
n A/In) ∼= K(n)∗[vn+1, . . . , v2n]⊗ E(hi+m,j : 0 < i ≤ n, j ∈ Z/(n))

for m + 1 > pn
2(p−1) (but not for smaller values of m), where hi+m,j corresponds

to tp
j

i+m. Thus the microchromatic spectral sequence is simpler than the chromatic
spectral sequence for the sphere spectrum.

Proof of Theorem 7. We mimic the methods of [Rav86, §6.3] and [Rav77]. As in
[Rav86, 6.3.1] we can define an increasing filtration on Σ̂(n) with

||t̂pj

i || =
{

i if i ≤ n

p||t̂pj

i−n|| if i > n.

Then E0Σ̂(n) is the universal enveloping algebra of a restricted abelian Lie algebra
L̂(n) over K̂(n)∗ with basis {xi,j : i > 0, j ∈ Z/(n)} and restriction given by

ξ(xi,j) =
{

0 if i ≤ n
−vnxi−n,j+1 otherwise.

Then as in [Rav86, 6.3.4] we have two spectral sequences. The first is

E2 = H∗(L̂(n))⊗ P (bi,j)

= K̂(n)∗ ⊗ E(hi,j)⊗ P (bi,j) =⇒ H∗(E0Σ̂(n)).

with differentials

hi,j 7→ −vnbi−n,j+1,

leaving

E∞ = K̂(n)∗ ⊗ E(ĥi,j : 0 < i ≤ n, j ∈ Z/(n)).
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The second spectral sequence is

E2 = H∗(E0Σ̂(n)) =⇒ H∗(Σ̂(n)).

It collapses from E2 since each t̂p
j

i with i ≤ n is primitive.

6. The microstable 0- and 1-lines

We can use the microchromatic spectral sequence to compute Exts
bΓ(Â, Â) for

s = 0 and 1 in the same way that we use the chromatic spectral sequence to compute
Exts

Γ(A, A). The following can proved in the same way as [Rav86, 5.2.1].

Theorem 8.

Exts
bΓ(Â, M̂0) =

{
Q⊗ V if s = 0
0 otherwise

Ext0bΓ(Â, Â) = V.

Theorem 9. Ext1bΓ(Â, Â) is the V -module generated by the set
{

v̂i
1

ip
: i > 0

}

Proof. We need to analyze the Bockstein spectral sequence going from

ExtbΓ(Â, M̂0
1 ) = K̂(1)∗ ⊗ E(ĥ1,0)

to ExtbΓ(Â, M̂1
0 ). This behaves in much the same way as the stable analog, i.e., the

one going from

ExtΓ(A, M0
1 ) = K(1)∗ ⊗ E(h1,0)

to ExtΓ(A, M1
0 ).

For odd primes the relevant fact about the right unit is that for all i > 0,

ηR(v̂i
1) ≡ v̂i

1 + piv̂i−1
1 t̂1 mod (p2i).

From this we deduce that Ext1bΓ(Â, Â) is the V -module generated by the set
{

v̂i
1

pt
: i > 0

}
.

For p = 2 let

w1,1 = v̂2
1 + 2v2ω−1

1 v̂1 + 4v−1
1 v̂2.

Then for all j > 0 we have

ηR(v̂2j−1
1 ) ≡ v̂2j−1

1 + 2v̂2j−2
1 t̂1 mod(4)

and ηR(ws
1,1) ≡ wj

1,1 + 4jv̂2j−1
1 t̂1 mod(8j).

From this we deduce that Ext1bΓ(Â, Â) is the V -module generated by the set
{

v̂2j−1
1

2
,
wj

1,1

4j
: j > 0

}
.(16)
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Now a simple calculation shows that

ws
1,1

2j
=





v̂2j
1

4
+

v2ω−1
1 v̂2j−1

1

2
for j odd

v̂2j
1

4j
+

v2ω−1
1 v̂2j−1

1

2
+

v4ω−2
1 v̂2j−2

1

2
for j even,

so the V -module of (16) is the same as the one stated in the theorem.

For all primes the calculation above also shows that

Ext1bΓ(Â, M̂1
0 ) = 0,

unlike the stable case where Ext1Γ(A, M1
0 ) ⊃ Q/Z.

Note that for odd primes each element in Ext1 can be pulled back to

Ext bG(1,0)

(
Â(0), Â(0)

)
,

so we can map them via the map θm of (12) to

Ext1Γ(m)(A, A)

for m ≥ 0. For p = 2 we can only do this for m ≥ 1. This is to be expected since
the structure of Ext1Γ(1)(A, A) for p = 2 differs from that of Ext1bΓ(Â, Â) in that for

j > 1, v2j
1
2 is divisible by 4j while bv2j

1
2 is only divisible by 2j.

7. The Thom reduction

One can ask about the image of ExtbΓ(Â, Â) in ExtbΓ(Â, Â/I), where I =
(p, v1, v2, . . . ), since the latter can be computed explicitly. Each t̂i is primitive
mod I, so we have

ExtbΓ(Â, Â/I) = Â/I ⊗ E(ĥi,j : i > 0, j ≥ 0)⊗ P (̂bi,j : i > 0, j ≥ 0)

where ĥi,j ∈ Ext1,2pj(piω−1) corresponds to t̂p
j

i , and b̂i,j ∈ Ext2,2pj+1(piω−1) is its
transpotent.
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Let ρ denote the mod I reduction in Ext. Then we have

ρ

(
v̂t
1

pt

)
=

{
v̂t−1
1 ĥ1,0 for p odd

v̂t−1
1 ĥ1,0 + (t− 1)v̂t−2

1 ĥ1,1 for p = 2.

ρ

(
v̂s
1v̂

t
2

pv1

)
= stv̂s−1

1 v̂t−1
2 ĥ1,1ĥ1,0 + tv̂s

1v̂
t−1
2 b̂1,0

+ t(t− 1)v̂s
1v̂

t−2
2 ĥ1,1ĥ2,0

ρ

(
v̂s
1v̂

pjt
2

pvpj

1

)
= stv̂s−1

1 v̂
(t−1)pj

2 ĥ1,j+1ĥ1,0

+ tv̂s
1v̂

pj(t−1)
2 b̂1,j for j > 0

ρ

(
v̂t
3

pv1v2

)
= t(t− 1)v̂t−2

3 (ĥ1,2b̂2,0 − ĥ2,1b̂1,1)

+ t(t− 1)(t− 2)v̂t−3
3 ĥ1,2ĥ2,1ĥ3,0

Hence the image appears to be rather complicated.
On the other hand, it appears likely that all of the b̂i,j are in the image. Given

x ∈ BP∗[t̂1, . . . ] ⊗ Q, let x(j) denote the expression obtained from x by replacing
each vk and t̂k by its pjth power. Using chromatic notation, we conjecture that

Ai,j =
∑

0≤k<i

(pi−1`k t̂p
k

i−k)(j+1)

pi

is a cocycle that reduces to b̂i,j mod I. For example we have

A1,j =
t̂p

j+1

1

p

which is cohomologous to

∑

0<k<pj+1

p−1

(
pj+1

k

)
t̂k1 ⊗ t̂p

j+1−k
1 ≡

∑

0<k<p

p−1

(
p

k

)
t̂kpj

1 ⊗ t̂
(p−k)pj

1 mod (p),

which is the usual definition of b̂1,j .
Next we consider A2,j . Araki’s definition of the vi gives

v1 ≡ p`1 mod (p2),

so the primitivity of t̂2 + `1t̂
p
1 implies that the coproduct on t̂2 is congruent to

t̂2 ⊗ 1 + 1⊗ t̂2 − v1

∑

0<k<p

p−1

(
p

k

)
t̂k1 ⊗ t̂p−k

1
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modulo p. Now let d denote the differential in the cobar complex we have

d(t̂2) ≡ −v1

∑

0<k<p

p−1

(
p

k

)
t̂k1 ⊗ t̂p−k

1 mod (p)

so d(t̂p
j+1

2 ) ≡ −vpj+1

1

∑

0<k<p

p−1

(
p

k

)
t̂kpj+1

1 ⊗ t̂
(p−k)pj+1

1

and d(pt̂p
j+1

2 + vpj+1

1 t̂p
j+2

1 ) ≡ 0 mod (p2).

It follows that

A2,j =
pt̂p

j+1

2 + vpj+1

1 t̂p
j+2

1

p2

is a cocycle, and it is easily seen that it is cohomologous to
∑

0<k<p

p−1

(
p

k

)
t̂kpj

2 ⊗ t̂
(p−k)pj

2

modulo (p, v1).
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